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A B S T R A C T   

This paper discusses the advantages of using so-called component-based methods in sensory science. For 
instance, principal component analysis (PCA) and partial least squares (PLS) regression are used widely in the 
field; we will here discuss these and other methods for handling one block of data, as well as several blocks of 
data. Component-based methods all share a common feature: they define linear combinations of the variables to 
achieve data compression, interpretation, and prediction. The common properties of the component-based 
methods are listed and their advantages illustrated by examples. The paper equips practitioners with a list of 
solid and concrete arguments for using this methodology.   

1. Introduction 

A component-based method or just component method is a method in 
which a low number of components or latent variables are used to 
approximate the original multivariate data (data reduction). These 
methods are often used when there are only a few underlying sources of 
variation even though many attributes have been measured. These data 
reduction methods provide component scores and loadings where the 
former represent the ‘new variables’ (or coordinates) defined as com
binations of the original variables and the latter describe how the 
components themselves relate to the original variables. Typical exam
ples of component methods used in sensory science are principal 
component analysis (PCA; Hotelling (1933) and Pearson, (1901)) partial 
least squares regression (PLSR/PLS; see e.g. Wold & Martens (1983) and 
Martens & Næs (1989)), and correspondence analysis (CA; Hirschfeld 
(1935)). Through visualization, e.g. in scatter plots, the components 
lend themselves to discovery and/or confirmation of relationships/ 
trends across samples which can be easily communicated within a 
research and development team, and, with care to avoid misinterpre
tation, also outside of the sensory community (i.e. marketing, leadership 
in a company, or to researchers in other disciplines). 

Component methods are used in sensory science for various types of 
data sets and situations. For a long time, in particular PCA and variants 
thereof have been used extensively for understanding and interpreting 

variability in data sets from, for instance, QDA (Stone et al. (1974), 
Lawless et al. (2010)) with trained panels and consumer liking studies. 
The focus has been on establishing a low-dimensional representation of 
the data which is easier to interpret than considering all the variables 
simultaneously, but also studies of individual differences as well as 
outlying and deviating assessors have been important. 

With the emergence of many new sensory methods, in particular the 
so-called rapid descriptive profiling methods (e.g. projective mapping 
(PM; Risvik et al. (1994)), check-all-that-apply (CATA; see e.g. Sinopoli 
& Lawless (2012)), sorting) and those that take time into account, such 
as temporal check-all-that-apply (TCATA; Castura, Antúnez, Giménez & 
Ares, (2016a)) and temporal dominance of sensations (TDS; Pineau et al. 
(2009)), the number of possible applications has grown enormously. For 
rapid descriptive profiling, the focus of the component methods has 
generally been the same as for QDA. For some of the rapid profiling 
methodologies, extensions and modifications of PCA, like for instance 
multiple factor analysis (MFA, see Section 4.3) and correspondence 
analysis (CA, see Section 4.2) are needed. For the methods involving a 
temporal profile, a major issue is to visualise how sensory perception 
changes with time. A typical question is what product differences are 
most pronounced in the beginning or the end of the eating process. 

The versatility of component methods has been demonstrated by 
their use in many scientific publications (see references in this paper and 
references therein), as well as in the industry, but as far as we know a 
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thorough and broad presentation of pros and cons is so far unavailable. 
This paper addresses this challenge, gives a broad overview and dis
cusses the main reasons why component methods are important and 
useful in sensory science. The ideas will be illustrated by examples. The 
main target group of readers is applied scientists that already have some 
experience in the use of one or more of these methods, but who still want 
a deeper understanding of their properties and also better arguments for 
choosing a component method. Some warnings and pitfall will be 
pointed out when appropriate (see also Næs et al (2020) for further 
discussion on these issues). 

The structure of the paper is as follows. First we give a conceptual 
introduction to what a component method is. Then we describe some 
typical data structures met in sensory science where component 
methods are useful. After that we discuss a number of much used and 
typical component methods and mention sensory tests they are useful 
for and also point to which data structure it is useful for. Finally we give 
a number of illustrative examples and end up with a conclusion listing 
the main advantages of component methods and also some possible 
drawbacks. 

2. What are component methods and why use them? 

2.1. Component methods for one data set 

Fig. 1 illustrates graphically the idea behind component methods for 
a single data set. A data matrix or table X (dimension I× J, J can be 
smaller or larger than I) is approximated by a set of component scores T 
(dimension I× A), where A is the number of components, which is 
smaller than (or equal to) J, and that describe (account for) the main 
(interesting or systematic) variability in the data set. Often the rows of X 
represent products (I) and the columns (i.e. variables) represent sensory 
attributes or chemical/physical properties (J), but other possibilities 
also exist: for instance in internal preference mapping, the columns of X 
represent different consumers. 

The main idea behind component methods is that the results in X 
give an unnecessarily complex and redundant representation of the 
situation. Reducing the large number of variables to a few components 
in T may improve interpretation, as well as simplify and accelerate 
further analyses considerably. In most cases in sensory science, the 
columns of X are centred prior to analysis. Exceptions exist in for 
instance spectroscopy. 

2.2. Scores and loadings 

The components (scores) in the matrix T are usually defined as linear 
combinations of the measured variables, i.e. T ¼XW (see Fig. 1) and will 
typically represent the variability in X one is primarily interested in 
(depending on criterion used). The matrix W (dimension J× A) of so- 

called loading weights define how the components are computed. 
These loading weights depend on the criterion that is used, for instance 
variance or covariance explained. 

In addition to loadings weights which describe how the components 
are computed, it is useful to look at the loadings which describe how 
each of the variables in X relate to the components. The loadings P 
(dimension J× A) are usually obtained by regressing the data set X onto 
the scores T using the regression equation.  

X = TPT + E                                                                                 (1) 

For PCA, the P will be the same as W, otherwise they will be 
different. The E represents the residuals, i.e. the part of X not explained 
by the components T. 

The most important aspect of the model represented in equation 1 is 
that the scores T and the loadings P (and also W) can be easily visualised 
in scatter and line plots (see examples in Section 5) which are immensely 
useful for understanding complex data. The full benefit of these plots is 
obtained when considered together as will be discussed in the examples 
in Section 5. The visualization possibilities are an important reason why 
these methods are useful and why they are so frequently used in sensory 
and other sciences. 

2.3. Component methods for two data sets 

Component methods are also useful for decomposing more than one 
data set. The simplest extension is when investigating the relationship 
between two data sets. For instance, measurements of the same I prod
ucts in a chemistry data set (input data X, dimension I× J) with J pre
dictor variables and a sensory data set (output, Y, dimension I× K) with 
K response variables can be investigated to understand the relationships 
and to obtain a model for making sensory predictions based on chem
istry measurements. In such cases, one is often interested in estimating 
the regression coefficients B (dimension J× K) in the equation.  

Y = XB + F                                                                                  (2) 

using some type of regression method. The F represents the residuals 
with the same number of columns and rows as Y. If X has more columns 
than rows or the columns in X are collinear, then standard least squares 
regression can be unstable (Jolliffe, 2010). Component methods can be 
used in these cases. The idea is to reduce the input data X using a 
component method (equation 1) using a W to obtain the T, and then 
using only the components T in the regression equation 2 instead of the 
original variables X. 

The advantages of component methods in regression are two-fold. 
First, the prediction equations become more stable because only a few 
stable components are used in the regression. Second, the information 
captured by the components can be visualised and interpreted using 
standard scatter plots. 

Fig. 2 illustrates how the relationship between two data sets can be 
investigated using a component method. First, T is obtained by some 
criterion (using loading weights) before the Y- and X-variables are 
regressed onto T to obtain the loadings P and Q (see equation (5). The 
criterion for extracting components in prediction is often a compromise 
between prediction quality (strong correlations between input and 
output) and stability (high explained variance of input data, as in for 
instance PLS regression; see Section 5.3). 

2.4. Outlier detection 

In Fig. 3 is illustrated conceptually how component methods can be 
useful for detection of outliers, which is always an important part of a 
full validation of a model. The ellipse represents the area where the 
normal observations lie in the space spanned by T. The point marked 
with C is a ‘normal’ observation lying in the space spanned by T and well 
within the range of variability. Point A on the other hand is a point that 

Fig. 1. The idea behind component methods. The idea is to extract a few linear 
combinations of X, i.e. scores T, to represent/approximate X as closely as 
possible. The loading weights W here describe how the linear combinations as 
T ¼ XW are obtained. 
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does not fit to the space spanned by T. These types of outliers can often 
be detected by using/plotting the residuals E either columns-wise or 
row-wise, or sometimes also functions thereof as will be illustrated in the 
example in Fig. 5d. The point marked B is a point lying in the space 
spanned by T, but has scores far outside the normal range of variability. 
These types of outliers can sometimes be detected by using the score 
plots directly or by using various types of so-called leverage measures 
(see e.g. Martens and Næs (1989)). If an outlier is detected, it is not 
always easy to know what to do about them (leave them out or keep 
them), but the first thing to do is to look for possible errors. If no error is 
found, one should always compare solutions with and without the 
samples and in this way judge their importance. Apart from this, there is 
no overall generally valid approach and the scientist must decide based 
on prior knowledge and insight. 

2.5. Further extensions 

Further extensions for analysing more complicated data sets, 
including multiblock data (Smilde et al., 2022) and three-way data 
(Smilde et al., 2004), will be discussed in Section 4. The methods of this 
type to be discussed are MFA (Section 4.3), STATIS (Section 4.4), SO-PLS 
(Section 4.6), PARAFAC and Tucker-2 (Section 4.7), INDSCAL (Chapter 
4.8), L-PLS (Section 4.9) and GCA (Section 4.10). 

3. Typical data structures suitable for component methods 

Four different and typical examples of data sets that are often ana
lysed by component methods are given in Fig. 4. The first example 
(Fig. 4a) shows a three-way QDA data set (dimension I× J× D) that can 
be averaged over assessors to provide a standard two-way matrix 
(dimension I× J). In the second example (Fig. 4b), this same QDA data 
set is unfolded so that the matrix of responses from each assessor is 
concatenated horizontally to create a wide supermatrix (dimension I×
DJ). This can also be done in cases with different number of variables in 
each block as for instance in free choice profiling (see e.g. Lawless and 
Heymann (2010). Note that this QDA data set can also be analysed by a 
three-way method directly, such as PARAFAC (see Smilde et al., 2004; 
Bro et al., 2008). Fig. 4c illustrates three different data blocks (XCC, XCL 
and XPI) from a consumer liking study and how they are related. These 
three blocks are linked in a so-called L-structure named after the shape 
of the full data set. One of the blocks (XPI) represents sensory descriptors 
or product information (PI) (usually obtained by averaging the data set 
over assessors as in Fig. 4a), a second data set (XCL) contains consumer 
liking (CL) values of the same products, and a third data set (XCC) rep
resents information about the consumers or consumer characteristics 
(CC), for instance gender, age, attitudes and habits. For this type of 
structure, so-called L-shape component methods are needed (see Section 
4.10). Fig. 4d illustrates schematically a section of a CATA data set. The 
entries here are the number of checks over the panel for each of the 
products. This type of structure may call for correspondence analysis. 
Examples of all these methods will be presented in Section 4. 

Links between the various component methods and the data struc
ture in Fig. 4 will be emphasised in each particular case, 

Usually, the data from the various situations are numerical, or at 

Fig. 2. The idea of relating two data sets using component methods. This is an extenuation of the idea in Fig. 1.. The additional element is that now there is a link 
between the scores of the two blocks, often obtained by some regression or correlation method. The T represents the scores that link the blocks. P and Q are the 
loadings obtained by regressing X and Y onto T, respectively. 

Fig. 3. Leverage and residuals. The ellipse represents the area in the subspace 
(defined by T) where most observations are located. The point A has a large 
residual since it does not fit to the space spanned by the majority of samples (i. 
e. by T). Point B is a so-called leverage point; it lies in the space spanned by T, 
but is positioned far from the centre within the space. The point C lies within 
the normal range within the plane. Points A and B will in practice be detected 
by using residuals and leverage measures. 
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least treated as if they are numerical, but in some cases, the data are 
categorical. In this paper, we will only consider numerical data and 
linear methods which are the most widespread and which work very 
well in most cases in sensory science. 

4. Selected examples of methods 

In the following we will present a list of the most commonly used 
component methods used in sensory analysis. In each case we will 
mention typical sensory tests that they are useful for and also point to 
which data structure in Fig. 4 they represent. The link between the 
statistical methods and sensory tests is emphasised in Table 1. 

We begin our discussion of selected multivariate analyses by 
providing some historical context. The earliest proposed method was 
Principal component analysis (PCA; Hotelling (1933), Pearson (1901)). 
This method extracts components T that describe (account for) as much 
of the variation in X as possible. When first introduced, PCA represented 
a new way of looking at a data set. Although it was extremely useful and 

versatile, it did not reach widespread use before the development of 
efficient computers and software in the 1970 s. The ideas behind PCA 
grew into a large set of alternatives for different situations and based on 
criteria other than explained variance. 

4.1. Invariance and the need for scaling 

Most of the component methods are not invariant to the scaling of 
the data. The reason is that variability is sought where it can be found, 
and variables with the largest variance will therefore have the largest 
influence on the solution, regardless of their importance. The sensitivity 
to scaling can be seen both as an advantage and a disadvantage. An 
advantage of sensitivity to scaling is that if there are certain variables 
that are considered more important than others, it is possible to high
light these by multiplying them with constants larger than one before 
analysis. The disadvantage is that one must be careful about which units 
to use for the variables. If the variables have very different variances, 
one will usually standardise the data in some way, typically by dividing 

Fig. 4. a, b, c, d. Data sets from related areas. i.e. data collection methods in sensory science. 4a) represents a typical data structure for QDA, in which assessors score 
products on different attributes. Very often the average over assessors is used for further analysis. 4b) shows how a three-way data set, for instance from projective 
mapping or QDA, can be unfolded for simpler analysis. 4c) is an example of an L-shape data set with consumer liking, product attributes and consumer charac
teristics. 4d) shows a typical shape of a contingency table for CATA. 
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Fig. 4. (continued). 

Table 1 
The table shows the most common links between application area and component method used. Other less common possibilities exist.   

Application area 

Method Section QDA PM CATA TCATA TDS Sorting LIKING Consumer attributes 

PCA  4.2 x x x x x x x x 
CA  4.3   x x  x  x 
MFA  4.4 x x x    x  
STATIS./DISTATIS  4.5 x x    x   
PCR/PLS  4.6 x x x x x x x x 
Multiblock regression  4.7 x      x  
PARAFAC, Tucker-2  4.8 x    x    
MDS  4.9  x x   x x  
INDSCAL  4.9  x     x  
LPLS  4.10 x x     x x 
GCA  4.11 x x     x   
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each variable by its own standard deviation. It is assumed that all var
iables are centred prior to standardisation. After standardisation, all 
variables will have the same weight in the analysis. It should be 
mentioned that this may be problematic in some case ssince any variable 
with a small variance that represents mostly noise can then be inflated 
such that it becomes more important than it should be. An important 
possibility discussed in Næs et al (2020) for QDA is to test for signifi
cance of each attribute separately (using simple two-way ANOVA tests) 
and then eliminate attributes that do not show any significant relation to 
the design of the study. 

4.2. Principal component analysis (PCA) 

The PCA (Hotelling (1933), Pearson (1901)) of a matrix X with I rows 
and J columns can be represented as shown in equation 1 (see the part to 
the right in Fig. 4a). The T (obtained from T ¼ XW, as in Section 2.1.) is 
the matrix of scores, P represents the loadings, and E is the residual 
matrix after the first few most dominating components (represented by 
T) have been calculated. The components T are assumed to be uncor
related (TTT = I) and defined in such a way that they explain as much of 
the variability in X as possible. More precisely, the first component (first 
column in T) is defined as the linear function t = Xw, (‖w‖ = 1) which 
has the maximum variance (i.e. tTt) possible. Each subsequent compo
nent is based on a similar criterion, but is assumed uncorrelated with the 
scores in all previous components. This process continues until the 
desired number of components have been extracted. The maximum 
number of components is limited by the lower of the number of samples 
or variables (rows and columns), but usually in sensory science very few 
components will be enough. In practice, it is difficult to interpret a large 
set of components using scores and loadings plots. In most cases, at most 
three or four components are used in the area of sensory and consumer 
science. The P obtained from equation 1 is in this case the same as W. 
The TPT can also be considered the best possible approximation to X in a 
least squares sense. The challenge is to select an adequate number of 
components for the purpose of summarising X. 

Validation, for the purpose of determining the number of important 
components, can be done by permutation testing as suggested in 
Endrizzi et al. (2014). Standard simple cross-validation (CV) eliminating 
samples successively is more problematic here since the explained 
variance will always increase as the number of components increases, 
see e.g. Section 5.1. Methods for more elaborate removal of observations 
in CV are developed to circumvent some of these problems (Wold 
(1978)). Ways of assessing uncertainty of PCA plots can be found in for 
instance Castura et al. (2023) and references therein. 

An important aspect to bear in mind is that one should be careful 
about interpreting too many components. After 2–3 components calcu
lated for sensory science data, it is often in our experience quite difficult 
to find important information. This comment is valid for all methods 
discussed in this paper. 

4.3. Correspondence analysis 

A method which is very similar to PCA, but which is developed 
primarily for categorical table data (Fig. 4d) is correspondence analysis 
(see e.g. Greenacre (1993)). A typical data set from sensory analysis 
often analysed by correspondence analysis is check-all-that-apply 
(CATA see example in Section 5.4) data given as an example in 
Fig. 4d. Correspondence analysis can be presented in different ways, but 
it is essentially a method which uses a truncated singular value 
decomposition (with properties similar to PCA) on a contingency table 
of counts that are centred and standardised in a specific way, i.e. 

D− 1
2

r
(
X − rcT)D− 1

2
c (3)  

where r and c are row and column sums respectively and Dr and Dc are 
diagonal matrices with diagonal elements r and c, respectively. Scores 

and loadings from correspondence analysis can be plotted as described 
by Abdi and Valentin (2007). 

4.4. Multiple factor analysis (MFA) 

MFA (Pagès, (2005)) is a multiblock method that applies PCA to a 
concatenated results matrix (Fig. 4b). In sensory evaluation, MFA can be 
used to analyse results from projective mapping (Risvik et al. (1994)) 
studies (also called napping (Pagès (2005)). In this case, the individual 
data set blocks, which have products in rows and the two-dimensional (x 
and y) coordinates in columns, are concatenated to form a supermatrix 
(see Fig. 4b). After column centring, each of the D blocks is weighted by 
the reciprocal of its first singular value. This scaling/weighting is done 
to make the data sets comparable. Then, PCA is conducted on the 
supermatrix (see Fig. 4b) 

(X1,X2,⋯⋯,XD) = TPT +E (4)  

Here the Xd matrices are the individual data sets after scaling. The 
different X-blocks can have different number of variables /columns. 

The so-called consensus scores T from (4) are considered to be a 
compromise for the different individual blocks. In projective mapping 
data, the original dimensions (i.e. dimension on the paper sheet where 
the samples are put) are rarely of interest, so P is not interpreted, but 
rather used to project each individual down onto the consensus space. 

The individual scores for each assessor (Xd) can be obtained as Td =

DXdPd where the Pd are the individual parts/contributions of P. The 
individual scores (Td submatrices) can be plotted in the same plot as the 
original scores T to visualise individual differences. The average of the 
individual scores is equal to the consensus scores, T. 

Often, the projective mapping task is done in combination with ultra- 
flash profiling (UFP; see e.g. Santos et al (2013)). After positioning 
samples on the table (sheet), the assessor adds words which characterize 
the samples. These words are summarised over the assessors in a con
tingency table. Typically, the relationship between two data sets, the 
consensus scores from (4) and the results from UFP, is analysed using 
projection (regression analysis), but other possibilities also exist. 

The same concatenation procedure is sometimes used for panel 
checking (quality control, see PanelCheck software (Tomic et al. (2010); 
Tomic et al. (2007)) using the so-called correlation loadings plots for 
visualizing differences between assessors, as will be illustrated in Fig. 6. 
These are plots which present the correlations between the scores and 
the original variables. In the PanelCheck software and also in the 
aforementioned publications, the PCA of concatenated data (super
matrix) is called a Tucker-1 analysis named after the inventor (see 
Tucker (1964)). 

Multi-block analyses may be used to find common and distinct 
components between the blocks as defined in Smilde et al. (2017). A 
definition of common components in the strict sense for two blocks 
without noise are linear combinations of the data blocks with a perfect 
canonical correlation; i.e., the correlation between latent variables in 
the two blocks equals one. Due to noise, a perfect correlation is not 
achievable in practice, so the definition is softened to include a relatively 
small number of common components with sufficiently large canonical 
correlations. The approach is also extended in various ways to obtain 
common components for more than two blocks. The distinct components 
can be defined as linear combinations of the two blocks that are 
orthogonal to the common components. The method has been used for 
exploring common and distinct variability in, for example, TCATA and 
TDS studies (see, e.g. Berget et al. (2020)). 

It is important to mention that MFA (and also STATIS in Section 4.4.) 
can be used for blocks that do not necessarily share the same variables or 
number of variables. For instance, for free choice profiling (see e.g. 
Lawless and Heymann (2010)), where each assessor uses his/her own 
vocabulary, both these methods can equally well be applied. 

Other perspectives on relations between datasets can be found in 
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Hanafi and Kiers (2006), Smilde et al. (2017) and Smilde et al. (2022), 

4.5. STATIS (structuration des tableaux à trois indices de la Statistique) 

STATIS is a multi-block method (typically used for QDA data, see 
also Schlich (1996)) based on a weighted average of the cross-product 
matrices XdXd

T of the individual blocks. The underlying idea is to 
calculate a consensus without too much influence of deviating assessors. 
The weights are obtained by first calculating the RV coefficients (Robert 
& Escofier (1976)) between each pair of blocks, then putting the weights 
into a symmetric matrix. This first eigenvector is calculated for this 
matrix (essentially a non-centred PCA). The weights for the blocks are 
the elements of this eigenvector divided by the sum of these elements, 
such that the weights sum to one. Finally, a PCA of the weighted average 
matrix is used to calculate the components that are used for interpre
tation. The individual blocks can be projected onto the same space in 
order to analyse individual differences. A variant of STATIS called 
DISTATIS (Abdi et al. (2007)) can work on distance matrices. There 
exists also a variant of MFA that works on the original X-matrices which 
is very similar to STATIS (Smilde et al (2022)). 

4.6. Principal component regression (PCR) / partial least square 
regression (PLSR) for prediction 

Prediction is another important application area for component 
methods, for instance prediction of sensory responses (e.g., QDA results) 
from chemistry results or consumer liking responses (hedonic responses) 
from sensory results (see, e.g., Martens & Martens, (2001)). Predicting 
sensory outcomes (Y) based on chemistry results (X) may be important 
for further interpretation or for replacement of simple sensory mea
surements in a production environment. Relating sensory QDA data (X) 
to consumer data (Y) by regression may be important for identifying 
drivers of liking. In such cases, PLS or PCR are natural methods to use. 
These methods are based on the model (see also Fig. 2) 

X = TPT +E (5)  

Y = TQT +F  

where the T carries information from the input X to the regression 
equation, which has the output Y. The E and F are residuals. The com
ponents T are first calculated by for instance PCA or PLS and used 
directly as input in the regression equation with Y as response. The T is 
as usual obtained as T = XW where W is different for the two methods. 
In both cases, the P and Q are estimated by least squares regression. It is 
well documented both theoretically and empirically that both these 
methods are excellent when the variables in X exhibit multicollinearity. 
The estimated version of Q and P can be combined into a matrix of 
regression coefficients B = W(PTW)-1QT to be used in prediction (see 
equation 2). 

Validation in this case is often done using cross-validation or pre
diction testing with focus on the root mean square error of prediction 
(RMSEP). Too many components in a model lead to an overfitted solu
tion, while too few components do not fit the data properly. The smaller 
value of RMSEP, the better the predictions. 

Extensions of PLS regressions to groups of data, organised horizon
tally in the data set, can be found in for instance Eslami et al (2014). 

4.7. Multiblock regression analysis 

The same methodology can be extended to multi-block input data. 
The model is typically written 

Y = X1B1 +X2B2 + ...XdBd +F (6)  

where the X-blocks represent different input variable blocks (see Fig. 4b) 
and Y is the output. As above, the F represents residuals. The simplest 

solution is to concatenate the input data shown in Eq. (6), then to use a 
method such as a standard PLS regression, but other methods are also 
available, such as the Sequential and Orthogonalized PLS (SO-PLS; Næs 
et al. (2020)) method which incorporates blocks sequentially. Another is 
Parallel and Orthogonalized PLS (PO-PLS; Måge et al. (2008), Måge 
et al. (2012)) which identifies both distinct and common variability in 
the X for prediction of Y. Both of these methods are developed for 
shedding additional light on how the input blocks effect the output 
block. A closely related method is multiblock redundancy analysis (see 
e.g. Bougeard et al (2011)) 

4.8. Three-way methods, PARAFAC – Tucker-2 

It is possible to analyse the three-way data in Fig. 4a,b without 
unfolding or averaging by using a three-way method. The advantage of 
using a three-way method to analyse for instance QDA data is that such 
methods explicitly incorporate information about individual differ
ences. In sensory science, both parallel factor analysis (PARAFAC see e. 
g. Bro et al. (2008) and Tucker-2 (Dahl and Næs (2009)) analyses have 
been applied. They are both based on the model 

Xd = TVdPT +Ed (7)  

where the T and P are the common consensus scores and loadings 
respectively and the Vd matrices represent the individual differences. 
The E-matrices are the residuals matrices. The component scores (T) and 
loadings (P) are the same for all assessors while the individual differ
ences are modelled in their responses to each underlying dimension. For 
Tucker-2, the V matrices are unconstrained. For PARAFAC, the V 
matrices are assumed to be diagonal, such that the individual differences 
amount only to different weights for the different dimensions. 

4.9. Methods for distance based data, DISTATIS and INDSCAL 

In some cases, sensory data are given in terms of distances between 
samples. For example, in a sorting task (Faye et al.(2004)), the number 
of times two samples appear in the same groups is used as a basis for 
calculating distances. Projective mapping data can also be considered to 
be distance data because the direction on the sheet is of minor interest. 

This type of distance data can be handled by for instance multidi
mensional scaling (MDS). MDS transforms distances between for 
instance products into coordinates along component directions. The first 
step is to double centre the distance matrix and then a PCA is used to 
calculate the coordinates. A major difference is that MDS focuses only on 
scores, not on loadings, since for distance data there are normally no 
original variables for loadings to be calculated from. 

In many cases, the distance data are provided at an individual level. 
The DISTATIS (see above) and individual differences scaling (INDSCAL; 
Carroll and Chang, (1970); Husson & Pagès, (2006)) are examples of 
component methods that operate on individual distance data. The 
INDSCAL is based on the assumption that the distance between two 
objects i and j for assessor d can be written 

distance2
ijd =

∑A

a=1

(
ta

i − ta
j

)T
vda(ta

i − ta
j ) (8)  

The t-vectors are the scores for A components and the weights v repre
sent the individual differences. The model can be formulated in a way 
that is very similar to PARAFAC and the solution can be obtained by the 
PARAFAC algorithm. INDSCAL gives common component scores T and 
individual differences represented in the elements vda. An applications of 
INDSCAL for projective mapping data can be found in Næs et al (2017). 

Other important references in this area are Kruskal (1964) and 
Schiffman et al. (1981). 
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4.10. Methods for analysis of L-shape data (L-PLS and two-step 
procedures) 

In sensory science, the most typical example of L-shape data is the 
one illustrated in Fig. 4c. The three blocks are consumer liking (XCL), 
consumer attributes/characteristics (for instance age, gender, attitudes 
and habits; XCC), and sensory properties for a number of products (XPI). 
The link between consumer liking and sensory properties represents the 
horizontal axis in the L where both matrices share the product dimen
sion. The link between consumer liking and information about the 
consumers represents the vertical dimension where both matrices share 
the consumers. Important goals here are understanding how the sensory 
attributes influence the liking and how this liking pattern relates to in
formation about the consumers. As a possible way to analyse these data, 
one can first use PLS to model the relationship between sensory results 
and consumer liking, then use another PLS to model the relationship 
between the consumer loadings from this first analysis with the con
sumer information. Another possibility is to use a simultaneous 
approach called L-PLS (Martens et al. (2005)) which is based on calcu
lated components from the singular value decomposition of the product 
of the three matrices. The L-PLS is based on extracting components from 

svd(XT
CCXCLXT

PI) (9)  

with a deflation of the blocks for each component. The SVD here stands 
for the singular value decomposition (which is one way of doing PCA) of 
the matrix in parenthesis. 

4.11. Generalised canonical analysis (GCA) 

The GCA (Van der Burg and Dijksterhuis (1996)) is a multiblock 
method for analysing several data sets (X1, …, XD). It has a strong 
structural similarity with, for instance, MFA. The difference is that while 
the methods above try to explain the different blocks as well as possible, 
the GCA optimizes the correlation between the components extracted 
from the different blocks to obtain the consensus scores T. These scores 
can be obtained in different ways, but the most common definition is to 
minimise the following expression: 

argmin
∑D

d=1
‖XdUd− T‖2 (10)  

under the constraint that TTT ¼ I. The U matrices show how the X 
matrices relate to the consensus scores in T. Methods for regularizing the 
GCA solution can be found in Tenenhaus and Tenenhaus (2014). 

4.12. Validation 

Validation is a very important aspect of component methods as also 
discussed briefly for some of the methods above. This can be done in 
many different ways, dependent on whether one is interested in internal 
(for the actual data set) or external validations. It is, however, not 
obvious how to do it for small data sets. The most commonly used 
methods are cross-validation and permutation testing. A full discussion 
of this will not be given here, instead we refer to Næs et al. (2020). We 
will touch on the topic for a number of the examples in Section 5. 

It is important to mention that a careful look at possible outliers and 
abnormalities in the data sets, using for instance the methodology dis
cussed in connection with Fig. 3 (Section 2.3), should be an integral part 
of a full validation of a model. 

4.13. Software 

Calculations for all the above methods can be done using for instance 
various open-source software packages such as Scikit-learn, Hoggorm, 
Prince, FactoMineR, SensoMineR or commercial packages such as The 

Unscrambler or PLS Toolbox. Most of the methods are also available in 
standard statistical software packages such as for instance SAS and 
Minitab. 

5. Illustrations 

Table 1 presents some of the most common links between methods 
described and application areas. Some of the them will be presented in 
some detail in the examples to come. 

5.1. Illustration of PCA and PARAFAC for QDA data 

In this example, a data set from QDA of olive oil is used for illus
tration. There are 11 commercially available olive oils measured on 20 
sensory variables. For more detailed analysis we refer to Næs et al. 
(2020). The data are available from the first author on request. 

5.1.1. PCA for data averaged over assessors 
The scores plot and loadings plot for the raw average sensory 

(averaged as in Fig. 4a) data are given in Fig. 5a and 5b together with the 
explained variances in Fig. 5c. Leave-one-out CV and permutation 
testing (see Næs et al (2020)) indicate that a three-component solution is 
possible, although component 3 describes very little of the variation. We 
will here for simplicity concentrate on the first two components 
describing more than 95 % of the variance. In this case we see that the 
leave-one-out CV gives an indication of the number of components 
which is similar to the permutation testing results. We refer to Section 
4.1 for a warning regarding leave-one-out CV for PCA. 

The number of dimensions in the data set, represented by principal 
components, is much smaller than the number of variables (Fig. 5c), 
which facilitates interpretation. In other words, the original 20 variables 
are here reduced to two components (latent variables) which can be 
plotted in scatter plots (Fig. 5a and 5b) and interpreted visually. 

Additionally, we plotted the squared residuals for each product for 
different number of components (Fig. 5d). This plot shows that the re
siduals after the first component (blue), the squared residuals are largest 
for oils 6 and 10. This means that the two samples are not fitted well by 
the first component. These are the samples responsible for the main 
variability along component two (Fig. 5a). After two components have 
been fitted (dotted orange), the residuals are relatively small for all 
objects. This supports the finding above that only two components are 
needed for describing most of the variability. 

The first component is dominated by a contrast of fruity, flower and 
sweet with the burning, grass and unripe flavours. In other words, the 
main dimension is characterized by a contrast between the fruity/sweet 
and more grass-oriented flavours. The second component contrasts tri
geminal sensations (burning, astringent), typical descriptors of fresh- 
pressed olive oil, as opposed to grass, nutty and chemical flavours that 
may be linked to older, more rancid, or lower-quality olive oils. The 
samples in the score plot are characterised by higher values of the var
iables in the same area in the loadings plot. For instance, sample ten has 
characteristics of a high quality, freshly pressed olive oil, characterized 
by fruity flavours and astringent and burning notes, while sample six is 
nuttier. From the joint interpretation of the scores plot and the loadings 
plot, it is clear which of the samples are characterized by the different 
sensory properties. 

This example illustrates that a small number of components describe 
almost all the variability of the original attributes. It also demonstrates 
how these dimensions can be interpreted and validated. No abnormal
ities were detected using the residuals and scores plots. 

5.1.2. PCA for individual assessor data 
Next, we apply a Tucker-1 analysis of the horizontally concatenated 

data set (see Fig. 4b) in order to shed some light on individual differ
ences. Here we show only two of the many possible plots that can be 
used with a Tucker-1 analysis (Tomic et al., 2007). First, we focus on the 
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correlation loadings plot (see e.g. Fig. 6a and Martens and Martens 
(2001)) for all combinations of assessors and attributes. All points are 
marked (i.e. each combination of attribute and assessor). Since attri
butes are usually investigated one at a time, the different individuals are 
highlighted for one variable (fruit or berry odour) to allow for 
comparison. 

The correlation loadings are defined as the correlations between the 
scores and the individual variables. The main advantage is that one gets 
information on the explained variance for each individual variable 
based on the two components the plot is based on. The circles in the 
correlation loadings plot represent 50 % and 100 % explained variance 
of the different variables. Other than that, the overall interpretation is in 

many cases similar to using the standard loadings plot. 
One of the individuals (assessor 105) is deviating strongly from the 

rest along the first component. From the residual plot (Fig. 6b) it can be 
seen that in this case the same attribute and also its flavour counterpart 
(’fruit or berry flavour’) are among the two attributes least described by 
the first two components. This indicates that these attributes are among 
those which fit the least to the Tucker-1 model. The correlation loadings 
plots show a need for retraining this particular assessor; either this 
person is not sensitive to this particular attribute, or he/she has 
misunderstood it. When data are averaged over assessors. the influence 
of this single assessor may be quite small, but there may still be good 
reasons for assessor retraining. In other cases there may be more than 

Fig. 5. A, b, c, d. Example of the use of PCA for averaged (over assessors) QDA data (olive oil, only significant attributes), showing 5a) scores (oil 8 and oil11 overlap 
in the plot) 5b) loadings (Bitter_taste and Astringency overlap in the plot), 5c) explained variance (based on data fitting and cross-validation), and 5d). squared 
residuals for different number of components for the different samples. 
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one deviating assessors, making it even more important to check 
assessor performance and take proper action. 

This shows that Tucker-1 component plots can be useful for detecting 
outlying observations, in this case non-conforming assessors in sensory 
analysis. 

5.1.3. PARAFAC for individual assessor data 
The data (to the left in Fig. 4a) were centred in the same way as 

above, i.e. the average was subtracted for each combination of assessor 
and attribute. The two first components explained about 27 % of the 
variation. This relatively low number is quite natural given the strong 
model assumptions underlying the method and the fact that the per
centage refers to variability of all assessors. On the other hand, the so
lution represents an optimal result when scores and loadings are 
assumed equal for all assessors but allowing for a different weight for 
each assessor. 

When interpreting a PARAFAC solution, it is important to be aware 
of an indeterminacy in the signs of the components, i.e. multiplying two 

of the ‘ways’, for instance assessor and attribute components, with − 1 
gives the same fit. In this paper we have chosen a solution that resembles 
as much as possible the PCA scores and loadings. As can be seen from 
Fig. 7, the oil mode component (Fig. 7b) and attribute mode (Fig. 7c) 
show some similarities with the PCA scores and loadings, but also some 
differences. The assessor mode plot (Fig. 7a) gives information about 
which assessors that have the largest contributions to the different 
PARAFAC axes.. For instance, assessors 3 and 4 (Fig. 7a) seem to give a 
high score for the fruit-oriented attributes in particular for samples 10 
and 11. Having access to this type of information and being able to allow 
for individual difference is one of the advantages of PARAFAC. 

5.2. Illustration of MFA based for projective mapping data 

The olive oil samples for this projective mapping example were the 
same as for the QDA example. MFA was run on the concatenated data set 
(see Fig. 4b). A panel of ten assessors participated in the study, the same 
as were used for QDA. They also conducted an ultra-flash profiling (UFP) 

Fig. 5. (continued). 
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in order to gain better insight into what are the different product char
acteristics. The UFP data were accumulated in a table and regressed onto 
the consensus score. This regression gives loadings in the same style as 
standard PCA loadings. The individual scores were visualised (as 

described in Section 4.4) to investigate individual disagreement. 
The consensus scores (Fig. 8a) resemble to a large extent the scores 

plot for the QDA data, as can be seen by tilting the QDA plot slightly 
counter clockwise. The explained variances (inertia) are lower in MFA 

Fig. 6. a,b. Analysis of three-way QDA data structure (olive oil, samples assessors and attributes) by Tucker-1 using only significant variables – 6a) Correlation 
loadings plot for one of the attributes (Fruit_or_berry odour) and 6b) sum (over assessors and samples) of squared residuals for different components and attributes. 
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based on projective mapping data from untrained assessors than in the 
PCA of the QDA data from trained assessors. 

The samples are characterized by properties with similar, but not 
identical, meaning in both UFP (Fig. 8b) and in QDA. 

The individual differences in the projective mapping (PM) study are 
quite large (Fig. 8c), as expected for this type of analysis. It is clear, 
however, that assessor agreement for the first components is strong 
enough to clearly distinguish two main groups of oil (as for QDA above). 
For the second axis the disagreement is relatively larger, so the differ
ence between these groups of samples is less clear compared to the first 
axis. 

This result shows that component methods are also useful for ana
lysing individual differences in sensory data. The two examples (QDA 
and PM) support the fact that there is some underlying dimensionality 
which is conveyed from the assessors who used two very different sen
sory methodologies. 

5.3. Illustration of regression by PLS 

Here we will present an illustration of the use of PLS regression for 
relating consumer liking data for a number of samples to sensory char
acteristics (QDA) of the same samples. The approach taken here is 
simple so-called internal preference mapping (McEwan (1996)). This is a 
method where the sensory profile acts as the output and the consumer 
liking is used as input to the regression. The goal is to identify which 
samples that are most liked and also to characterize these samples by the 
use of QDA. Note that the concept of internal mapping is sometimes used 
for analysis of consumer liking data with PCA alone. 

The data are the same as those used in Agudelo et al. (2015) and Næs 
et al. (2018). One hundred consumers were asked to give their overall 
liking of six samples of fruit fillings, formulated with three different 
hydrocolloid systems: tapioca starch (TS), modified waxy corn starch 
(C), and a mixed system with tapioca starch plus pectin (P). Each of these 

was prepared with sugar (S) or with polydextrose and artificial sweet
eners (PD). In other words, the samples are based on an experimental 
design with two factors with 3 (TS, C and P) and 2 (S and PD) levels. (i.e. 
a 3 × 2 design) In addition to the consumer liking the same samples were 
characterized by QDA. 

In Næs et al. (2018), the boxplot of the liking of the six samples shows 
clearly that the samples with sugar (S) are more liked. There is, however, 
limited information available in this plot about the individual differ
ences among consumers and also about which sensory properties are 
involved in the liking or lack of liking. 

The first two components of PLS described about 50 % of consumer 
liking data and almost 90 % of the QDA data. This indicates that there is 
good correspondence between liking and sensory properties. With so 
few samples, proper multivariate validation, for instance cross- 
validation, is problematic. Therefore, we evaluate these results by 
considering related information and context. Do the results make sense 
based on what is known about the samples? And how clear are the re
sults in terms of interpretation? 

The PLS plots (Fig. 9a, b, c) show the same overall tendencies as the 
boxplots: The samples formulated with sugar are generally more liked 
than the other three samples. The samples TS-S and P-S are particularly 
well liked. The consumer/assessor plot (Fig. 9b) shows that consumers 
are scattered, indicating some disagreement about which products they 
like. It can be seen from the QDA loadings (Fig. 9c) that the samples with 
sugar are generally fruitier and have less strange taste. The best-liked 
samples (upper left in Fig. 9b) are generally fruitier than the rest. All 
these results are in good correspondence with what could be expected; 
the results are very explainable and clear. As can also be seen, the design 
variable S/PD is clearly a separating axis in the plots which supports the 
validity of the analysis. 

This example emphasises that the component method PLS can be 
used to investigate the variability among consumers in a data matrix 
based on a large number of consumers and its relation to sensory 

Fig. 7. PARAFAC results (2 components) for the olive oil data. The estimated values are presented for 7a) sensory assessors, 7b) samples, and 7c) attributes.  
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Fig. 8. a, b, c. MFA for projective mapping data (olive oil samples) showing 8a) the consensus profile, 8b) results from ultra flash profiling (Honey and Round 
overlap in the plot), and 8c) individuals projected onto the consensus plot. 
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characteristics of the samples. The input data matrix has so many 
(collinear) columns and few rows that an ordinary multiple least squares 
(LS) regression method cannot be used. Important information can be 
gained by reducing many variables to only a few underlying compo
nents. One can also see that the underlying strategy and tools for 
interpreting PLS results are the same as used for PCA. 

5.4. Illustration of the use of PCA for TCATA data 

The temporal check-all-that-apply (TCATA; Castura et al., (2016a)) 
method allows assessors to characterize how each sample is perceived 
during the evaluation. In one variant of this method, TCATA Fading 
(Ares et al., (2016)), a list of words or phrases (called attributes) are 
presented to assessors on a screen. When the evaluation begins, assessors 
tick (check) attributes that characterize the sample. When an attribute is 
ticked, it is emphasized visually, but this visual emphasis fades until the 
appearance of the attribute returns to its unticked state. Assessors can re- 
tick a fading attribute at any time. Sometimes an attribute returns to its 
unticked state before it can be re-ticked; this produces small endorse
ment “gaps” that can be filled prior to data analysis (Vidal et al.(2017)). 
The TCATA data for the sample are coded 1 at timepoints when an 
attribute is ticked, including while it is fading, and coded 0 when it is not 
ticked. 

Recently, the TCATA Fading method was used by assessors to char
acterize sensations elicited by de-alcoholized beer over a 90-seconds 
duration using seven attributes: astringent, bitter, carbonation, fruity/ 
hops, malty, sour, sweet (Mitchell, Castura, Thibodeau & Pickering, 
(2019). Tasting conditions from a 2 × 2 factorial design were evaluated. 
The first factor was beverage temperature; the two levels were refrig
erated, 6 ◦C, and room temperature, 21 ◦C. The second factor was sound 
augmentation, in which a 7-seconds audio clip of carbonation sounds 
was either played (at 40 dB) or not played at the start of the evaluation 
on headphones worn by subjects. The audio clip (available in Mitchell 
et al.,(2019, Supplemental Materials) contained fizzing and popping 
sounds characteristic of carbon dioxide effervescence. 

Test results indicate that about one-third of people perceive one or 

more “phantom tastes” (e.g. bitter, sour, sweet, metallic) when the 
tongue changes temperature; an individual who perceives hot or cold on 
the tongue in this way is called a thermal taster (TT; Cruz & Green, 
(2000); Bajec and Pickering (2010); Yang, Hollowood & Hort (2014), 
Thibodeau et al. (2018)). A person who does not experience a taste when 
their tongue changes temperature is called a thermal non-taster (TnT). 
In the two-independent groups study by Mitchell et al. (2019), 21 TTs 
and 20 TnTs underwent training and practice with the evaluation pro
tocols, then evaluated beer samples in duplicate for each combination of 
conditions. Results showed that TTs experienced and ticked more at
tributes than TnTs in all of the conditions tested. Readers are referred to 
Mitchell et al. (2019) for further details of the study. 

Here, we show a multivariate analysis that complements the analyses 
presented by Mitchell et al. (2019). We organized the results then 
applied PCA in the same manner as in Castura, Baker and Ross (2016b). 
Specifically, TCATA results at 0.1-second intervals were summarized in 
a (7208 × 7) matrix of mean citation rates (i.e., average tick rates, over 
the assessors), where rows corresponded to all combinations of the 2 TT 
statuses, 2 beverage temperatures, 2 sound conditions, and 901 time 
points (0 s to 90 s by 0.1-s increments), and where columns corre
sponded to the 7 mean-centred sensory attributes. PCA results were 
plotted in R 4.1.3 (R Core Team 2022) using the R package tempR 
(Castura (2022). 

The full results matrix for the 90-seconds evaluation was submitted 
to PCA. The perceptions evolve rapidly in the first 30 s, then decay over 
the next 60 s. For brevity and clean presentation, only two of the eight 
trajectories are shown in Fig. 10, and only for the first 25 s, just before all 
sensory attributes attenuate and the attribute citations rates return 
gradually to zero. The trajectories show how perceptions evolve for the 
TT and TnT groups until the 25-seconds timepoint for the refrigerated 
beverage evaluated by subjects who heard the audio clip of carbon di
oxide effervescence on headphones. So, as expected, this sample is 
characterized initially by the carbonation (trigeminal sensation), which 
was often the first attribute that subjects ticked. Before 25 s, various 
other sensory attributes become noticeable. At the end of the evaluation, 
almost no attributes are ticked. So if the full 90-seconds trajectories were 

Fig. 8. (continued). 
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Fig. 9. a, b, c. Preference mapping. PLS used for the fruit filling example, product attributes vs. consumer liking — 9a) score plot, 9b) loadings for the consumer 
data, and 9c) loadings for the sensory data (Mouthcoating and Resistance time overlap in the plot). 
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plotted, then the trajectories would return approximately to the point 
from which the trajectories originated. 

Some visual aids (grey box) are added to evaluate whether the tra
jectories differ in each principal component at 25 s. The approach comes 
from a bootstrap-derived procedure (see Castura, Rutledge, Ross & Næs 
(2022). The dotted line shows the paired difference between TT and TnT 
at 25 s. This paired difference is considered to be significantly different if 
it is larger than the half-width of the 95 % confidence interval for this 
paired comparison, which is represented by the grey box. The paired 
difference is larger than that half-width of the 95 % confidence interval 
in principal component 1 but not in principal component 2, indicating 
that the TT and TnT groups differ mainly in their overall citation rates 
(principal component 1) rather than in a shift away from carbonation 
towards tastes and mouthfeels that tend to be perceived later (principal 
component 2). As mentioned previously, thermal tasters experience 
phantom tastes when the tongue experiences temperature changes. As 
expected, the TT subjects experience more sensations than TnT subjects. 
Conclusions that we obtain from this analysis concur with conclusions 
presented by Mitchell et al. (2019). 

6. Conclusions 

This paper discusses the benefits of using component methods in 
sensory and consumer sciences. A large number of component methods 
used in sensory analysis are presented and discussed briefly. How these 
methods are linked to various types of sensory and consumer studies is 
discussed and illustrated by examples. It is also emphasized that the 
component methods are versatile and represent the same way of 
thinking regardless of which of the methods is used. The most important 
common feature is the use and interpretation of scatter plots of scores 
and loadings in a low dimensional space. Calculations are generally 
simple and can be done by standard software packages. 

The main advantages of component methods 

Fig. 9. (continued). 

Fig. 10. Trajectories for thermal tasters (in the plot denoted only T) and non- 
thermal tasters (in the plot denoted only nT) for the first 25 s (of the 90-s 
evaluation) for the non-alcoholic beer evaluated under the refrigerated tem
perature condition with sound augmentation present (i.e. headphones played 
the audio clip of carbonation sounds). Trajectories are labelled at their positions 
at 25 s (with T and nT). The rectangle superimposed is a helping tool to show 
significance or not. The dotted rectangle shows the actual differences along the 
first and second axis. The grey solid rectangle represents the lines for com
parison to assess significance. The difference between the TT (denoted by T in 
the plot) and TnT (denoted by nT in the plot) groups at 25 s is significant in PC1 
(heavy horizontal line) but not in PC2 (thin vertical line). 
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The following points summarize some of the most important argu
ments in favour of component methods.  

• The component idea fits well with the fact that, in practice, the 
number of sources of variability in a data set are often much smaller 
than the number of measured variables (see e.g. examples in Section 
5.1 and Section 5.3).  

• The concept of underlying dimensions (or components or latent 
variable) is a useful concept, even as an approximation, for under
standing complex data sets (see e.g. Section 5.1).  

• Component methods are suitable for simple interpretation and 
communication of complex intercorrelations among samples as well 
as variables. (see e.g. Section 5.1)  

• Subsequent data analysis is often more stable and reliable if the 
components are chosen according to a sensible criterion. For 
instance, standard multiple least squares regression analysis with 
many collinear input variables can be made more stable and reliable 
if replaced by a component-based regression method such as prin
cipal component regression (PCR, see e.g. Martens and Næs (1989)) 
(see e.g. Section 5.3).  

• The models can easily be validated empirically by permutation 
testing (Endrizzi et al (2014)), cross-validation (CV, Stone (1974)), 
or prediction testing on new data. This is useful for avoiding over
fitting and determining how many components one can rely on 
before the noise becomes dominating (see e.g. Section 5.1). This is, 
however, not always trivial.  

• Component methods are useful for reducing noise, i.e. calculating 
components can often be seen as a kind of filtering, i.e. separating the 
signal from the noise (see equation 1 and Section 5.1).  

• The component methods lend themselves to detection of outliers (see 
e.g. Martens & Næs (1989). Outlier detection can be enabled by tools 
that measure distances between objects and the centre (average) of 
the data (see e.g. Fig. 3 for a conceptual illustration of different of 
outliers and also the figure caption for an indication of how they can 
be detected). See also Section 5.1.  

• Component methods are versatile and can be used in many types of 
multivariate data analysis for exploring a data set, generating hy
potheses and confirming what is already known. They are not always 
optimal, but in most cases they are useful. See the ensemble of ex
amples in Section 5.  

• All component methods allow to interpret data similarly, from an 
applied point of view. This consistency may be an advantage when 
moving between different application areas and methods. See the 
ensemble of exanples in Section 5. 

In addition to these concrete aspects covered in this paper, we would 
like to mention a few other and also more general aspects that hold for 
component method.  

• Component methods can be used for selecting samples for more 
elaborate studies. One can for instance use PCA scores of sensory 
panel data to select a few relevant samples for more elaborate and 
time-consuming consumer testing (see e.g. Helgesen and Næs (1995) 
and Moskowitz et al. (2017)).  

• Many component methods can handle missing information quite 
efficiently without needing to remove samples or variables (exam
ples are PCA and PLS regression), hence making full use of the 
available information. Otherwise, the missing values have to be 
imputed by a suitable imputation method. 

• The component models allow for understanding even complex rea
sons for observations being outliers, for example through the use of 
contribution plots (see e.g. Miller et al. (1998)).  

• For instance PCA is very useful as a first step in a data analysis 
process since it can often be used to detect mistakes and problems 
with the data.  

• Component methods are excellent for efficient feature extraction, for 
example before fitting complex nonlinear models.  

• Most component methods are implemented and available in standard 
software packages. 

It should be mentioned, though, that there are aspects of these 
methods that may be considered disadvantages by some scientific 
communities and researchers.  

• Incorporating prior information directly in the data analysis is 
sometimes difficult. Although possible to incorporate prior infor
mation in cases such as multivariate curve resolution (Tauler, 2001), 
in most other cases it is impractical to do so. When available, prior 
information can be used informally when reviewing/interpreting 
scores and loadings plots.  

• Non-linear and other more complex relationships are not an integral 
part of the standard component methods. For some methods, non- 
linear analogues exist.  

• Statistical probability models are usually not involved in component 
extraction, making classical statistical inference more difficult. 
Bootstrap methods (see e.g. Castura et al (2023)) can, however, be 
very useful for making inference in component models.  

• The methods are not always suitable for situations with limited 
correlation among variables, since in such cases a larger number of 
components is needed. 
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