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Abstract 18 

In the development of sensory and consumer science, data are often collected in 19 

several blocks responding to different aspects of consumer experience. Sometimes 20 

the task of organizing the data and explaining their relation is non-trivial, especially 21 

when considering structural (casual) relationship between data sets. In this sense, PLS 22 

path modelling (PLS-PM) has been found as a good tool to model such relations, but 23 

this approach faces some issues regarding the assumption of uni-dimensionality of 24 

consumers’ data blocks. Sequential Orthogonalised PLS path modelling (SO-PLS-PM) 25 

has been proposed as an alternative approach to handle the multi-dimensionality and 26 

to explain the relations between the original data blocks without any preprocessing of 27 

the data. This study aims at comparing the efficacy of SO-PLS-PM and PLS-PM 28 

(together with splitting blocks into uni-dimensional sub-blocks) for handling multi-29 

dimensionality. Data sets from two satiety perception studies (yoghurt, biscuit) have 30 

been used as illustrations. 31 

The main novelty of this paper lies in underlining and solving a major, but little 32 

studied problem, related to the assumption of one-dimensional blocks in PLS-PM. The 33 

findings from the comparisons indicated that the two approaches (PLS-PM and SO-34 

PLS-PM) highlighted the same main trends for the less complex samples (yoghurt 35 

samples): liking was the essential driver of satiation perception and portion size 36 

selection; while satiation mainly predicted satiety perception. For the more complex 37 

data set - from a sensory perspective - (biscuit samples), the relations between data 38 

blocks in PLS-PM model was difficult to interpret, whereas they were well explained by 39 

SO-PLS-PM. This underlines the ability of SO-PLS-PM to model multi-dimensional 40 

data sets without requiring any preprocessing steps. 41 
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1. Introduction 44 

In sensory and consumer science one is often interested in analyzing and 45 

interpreting the relations between several data sets. In cases with common structure 46 

among the sets, like for instance the individual data in projective mapping, one will 47 

typically use standard multi-block methods like the MFA (Pagès, 2005; Risvik, 48 

McEwan, Colwill, Rogers, & Lyon, 1994). When each data set represents a set of 49 

manifest (or observable) variables relating to one latent (unobservable) variable and 50 

there are explicit casual relationships between latent variables, some type of path 51 

modelling may be useful (Pagès & Tenenhaus, 2001). This is a type of modelling where 52 

one can impose a structural (sometimes causal) relationship between the blocks, and 53 

then estimate how well and in which way the different blocks are related (Tenenhaus, 54 

Vinzi, Chatelin, & Lauro, 2005). Typical examples of this are situations in which several 55 

consumer variables like demographics, different types of attitudes and habits are 56 

related to each other or to the liking of products (Carrillo, Prado-Gascó, Fiszman, & 57 

Varela, 2013; Costa-Font & Gil, 2009; Menichelli, Hersleth, Almøy, & Næs, 2014). 58 

When aspects related to products, as for instance liking, are incorporated in a path 59 

model, an additional challenge is apparent; namely how to organize the data 60 

(Menichelli, Hersleth, et al., 2014). This situation is typical when interest lies in how 61 

different consumer characteristics relate to liking of the different product types (Asioli 62 

et al., 2017). Different possibilities exist, as it was demonstrated in Menichelli, Hersleth, 63 

et al. (2014). In that paper an organization was recommended where consumers were 64 

represented as rows and attributes were organized as columns. Such attributes could 65 

consist of both consumer attributes from various questionnaires and/or liking of the 66 

different samples (Fig. 1). It was shown in Menichelli, Hersleth, et al. (2014) that with 67 

this organization of the data, an ANOVA would be needed to assess the main effects 68 
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for products. After having eliminated the main effects for products by double centering, 69 

the focus is on the ‘interactions’ between consumer and product. 70 

The assumption of uni-dimensionality in PLS path modelling 71 

Classical path modelling methods like for instance the PLS path modelling require 72 

that each block is uni-dimensional (Tenenhaus et al., 2005; Vinzi, Trinchera, & Amato, 73 

2010) or at least that the main variability in each block can be represented by one latent 74 

variable only. In particular when product liking values are incorporated, this is in most 75 

cases an overoptimistic assumption (Menichelli, Almøy, Tomic, Olsen, & Næs, 2014). 76 

One cannot simply assume that the liking of, let us say 5 products, can be decomposed 77 

into one principal component. For attitudes and habits, uni-dimensionality is often not 78 

a problem since most questionnaires are constructed in such a way that uni-79 

dimensionality is obtained (so-called validated scales) (Karalus & Vickers, 2016; 80 

Roininen, Lahteenmaki, & Tuorila, 1999). 81 

A number of different strategies for handling the uni-dimensionality challenge have 82 

been proposed (Martens, Tenenhaus, Esposito Vinzi, & Martens, 2007; Menichelli, 83 

Hersleth, et al., 2014). Most of these are typically based on splitting blocks up into uni-84 

dimensional sub-blocks and in this way increasing the total number of blocks and then 85 

possibly also making interpretation more complex (Nguyen, Næs, Almøy, & Varela, 86 

2020). An alternative approach based on the SO-PLS regression from multi-block 87 

analysis has therefore been developed (Menichelli, Almøy, et al., 2014; Næs, Tomic, 88 

Mevik, & Martens, 2011; Romano, Tomic, Liland, Smilde, & Næs, 2019). This method 89 

does not require uni-dimensionality and can be used for any dimensionality in the 90 

original data sets. 91 

The present paper is a comparison of the SO-PLS method for path modelling with 92 

PLS-PM accompanied with a strategy for splitting blocks into sub-blocks for handling 93 
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multi-dimensionality. The particular strategy chosen is simple to apply and is natural to 94 

use in this type of studies (Menichelli, Hersleth, et al., 2014). The data sets used here 95 

are both based on studies of satiety and specifically related to this challenge, i.e. how 96 

to analyze path models when focus is on product related variables. 97 

Satiety perception of products has for several reasons become an important area of 98 

research, linked to healthy eating (Brunstrom & Rogers, 2009; Brunstrom & 99 

Shakeshaft, 2009). Although consumer expectations (i.e. liking, satiation, satiety, 100 

portion size) have been identified as important, very few studies have considered 101 

simultaneously all these expectations for understanding consumer perception; 102 

therefore, one potential route would be to combine all these blocks of data in an 103 

integrated framework and build a predictive model to interpret their relations 104 

(Guillocheau et al., 2018). Such an approach results in a composite data set consisting 105 

of four blocks of data: liking (𝑿𝟏), satiation (𝑿𝟐), satiety (𝑿𝟑) and portion size (𝑿𝟒) 106 

where the data were collected from the same individuals. The path diagram in Fig. 2 107 

describes how the four blocks are linked in this study. 108 

Although both examples presented here are from satiety studies, the methodological 109 

issues are general and applicable also to other disciplines in the sensory and consumer 110 

area whenever product related variables are involved. The focus here will be on 111 

methodological issues such as interpretability and ease of use of the methodologies 112 

considered, but some brief discussion will also be given on results relevant for 113 

consumer science. 114 

The main novelty of the paper lies in underlining and solving a major, but little 115 

studied problem, related to the assumption of one-dimensional blocks in PLS-PM. The 116 

problem is particularly important in the cases where the blocks are based on consumer 117 

assessments of samples. In such cases one can seldom rely on the one-dimensional 118 
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assumption. The focus here is on showing how the SO-PLS method is able to directly 119 

solve the problem without prior splitting of blocks with subsequent more complex 120 

interpretations. 121 

 122 

2. Methodological issues 123 

The methodology considered is developed for analyzing relations between 𝐽 blocks, 124 

𝑿𝟏, 𝑿𝟐, … , 𝑿𝑱 of data. We let 𝑘𝑗 be the number of columns in block 𝑗, and 𝑛 will be the 125 

number of rows. The index 𝑖 is used to denote consumer 𝑖. The special feature of path 126 

modelling is that the blocks are linked either according a notion of causality or 127 

sequence in time (see e.g., Fig. 2). In the present paper both aspects are implicitly 128 

involved in setting up the scheme. All blocks will be mean centered separately for row-129 

wise, that is for each consumer (as for preference mapping) in order to reduce effect 130 

of different use of the assessment scale. Since all regression methods used here will 131 

center data for each column, this means that the data blocks will essentially be double 132 

centered (see e.g. Endrizzi, Menichelli, Johansen, Olsen, & Næs (2011)) in the 133 

analysis.   134 

With this organization of data, an ANOVA model is needed to assess the average 135 

importance of the products, so-called main effects for products (Menichelli, Almøy, et 136 

al., 2014). This will be done using the standard mixed model with fixed main effects for 137 

products, random consumer effects plus random error. The main effects for products 138 

will be used for assessing the differences in average product effects over the consumer 139 

group. The residuals from the model are double centered and therefore identical to the 140 

values used as basis for the path modelling (see below). They can be interpreted as 141 

the interactions (plus noise) of consumer and product. In other words, they represent 142 
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how the consumers vary in their assessment of products, which is exactly the relevant 143 

information to be used for path modelling.       144 

2.1. PLS path modelling (PLS-PM) 145 

The principle behind PLS-PM is that an iterative algorithm estimates the 146 

relationships among blocks of observed variables (indicators or manifest variables 147 

MVs), through the construction of non-observed variables (i.e. Latent variables LVs) 148 

which describe the main variability in the MVs. The LVs for the different blocks are then 149 

linked according to the path model scheme and the MVs related to their respective LV 150 

(see Fig. 3). 151 

The PLS-PM algorithm comprises two different stages, the inner and outer 152 

estimation (Tenenhaus et al., 2005; Wold, 1980). In the inner estimation stage, LVs 153 

are obtained as weighted aggregates of connected LVs. An LV, which never appears 154 

as a dependent variable, is called an exogenous variable. Otherwise, it is called an 155 

endogenous variable (Tenenhaus et al., 2005). In the outer estimation step, LVs are 156 

calculated as weighted aggregates of their corresponding MVs (Latan & Noonan, 157 

2017). The inner weights 𝒆𝒊𝒋 are estimated using the so-called Centroid, Factor or Path 158 

schemes (Vinzi, Trinchera, et al., 2010). There are two ways to estimate the outer 159 

weights 𝒘𝒋𝒌: reflective (mode A) and formative (mode B). In this paper, we will only 160 

consider the reflective mode where all manifest variables in block 𝑗 are considered 161 

linear functions of the corresponding latent variables (plus noise), which is usually most 162 

natural in consumer science.  163 

The algorithm begins with arbitrary initial outer weights 𝒘𝒋𝒌 (for simplicity, all weights 164 

can be initialized equal to 1), and then iterates between estimating the inner weights 165 

and outer weights. Once the algorithm converges, i.e. the sum of absolute changes in 166 
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weights from one iteration to another falls below a threshold, for instance, 10−5 167 

(Henseler, 2010; Wold, 1982), path coefficients are estimated as simple or multiple 168 

regression coefficients according to the system of interdependent equations 169 

represented by the path diagram (Vinzi, Chin, Henseler, & Wang, 2010). The details of 170 

PLS-PM algorithm are provided in (Tenenhaus et al., 2005; Vinzi, Chin, et al., 2010). 171 

These path coefficients represent the most important parts of the results since they 172 

are used for interpretation and for calculation of the indirect and direct effects of the 173 

different blocks on each other. Usually they are presented together with their standard 174 

errors directly in the path diagram (see results section). 175 

Using the path coefficients, the effects (direct, indirect and total) are defined as: 176 

• Direct effects are given by path coefficients, i.e. regression coefficients for the 177 

inner relations; 178 

• Indirect effects represent the influence of one block on another block by taking 179 

an indirect path calculated as the product of path coefficients; 180 

• Total effects are the sums of both direct and indirect effects. 181 

If there is no relation from one LV to another LV, the effect will be equal to zero. 182 

This will apply for both direct and indirect effects. 183 

The bootstrap can be applied to estimate the precision of direct, indirect and total 184 

effects. The bootstrap procedure is the following: M samples are created in order to 185 

obtain M estimates for each parameter in the PLS model. Each sample is obtained by 186 

sampling with replacement from the original data set, with sample size equal to the 187 

number of cases in the original data set. The bootstrap estimates are performed with 188 

the R package plspm  (Sanchez, 2013; Sanchez, Trinchera, & Russolillo, 2017). 189 

Alternative approaches for handling the lack of uni-dimensionality 190 



10 

 

One of the problems with PLS-PM is that it requires uni-dimensionality of the blocks. 191 

Various methods exist for solving the problem; for example, removing manifest 192 

variables that are far from the model (e.g., manifest variables that are not pointing in 193 

the same direction as the other variables in a block), changing the measurement model 194 

into a formative model, using a hierarchical model approach or splitting the 195 

multidimensional block into uni-dimensional sub-blocks (Becker, Klein, & Wetzels, 196 

2012; Menichelli, Hersleth, et al., 2014; Vinzi, Trinchera, et al., 2010). Although these 197 

approaches deal with the uni-dimensionality, they, in general, change the nature of 198 

data (removing manifest variables, changing the measurement model) or making the 199 

structural model more complicated (using hierarchical model, splitting into uni-200 

dimensional sub-blocks). The approach taken here is one of splitting a block according 201 

to the main principal components with a subsequent interpretation of the components 202 

as suggested by Menichelli, Hersleth, et al. (2014). However, it is not a straightforward 203 

task to decide the number of sub-blocks, especially in cases of complex samples 204 

(Nguyen et al., 2020). 205 

2.2. SO-PLS for path modelling (SO-PLS-PM) 206 

Another possibility is to use the newly developed SO-PLS path modelling (SO-PLS-207 

PM) which handles multi-dimensionality directly without any pre-processing 208 

(Menichelli, Almøy, et al., 2014; Næs et al., 2011; Romano et al., 2019). As opposed 209 

to the methods mentioned above, the SO-PLS-PM method easily handles different 210 

underlying dimensionality of the blocks. In addition, it is invariant to the relative scaling 211 

of the blocks, meaning that no preprocessing is needed for balancing the influence of 212 

the blocks. 213 

The rationale behind SO-PLS-PM is to model each endogenous block separately as 214 

a function of all blocks that are input to it (Menichelli, Almøy, et al., 2014; Næs et al., 215 



11 

 

2011). The separate SO-PLS models (for endogenous blocks) can be interpreted in 216 

different ways using the additional explained variance as new blocks are incorporated, 217 

the individual PLS models for each block and the principal components of prediction 218 

(PCP) method (Langsrud & Næs, 2003). 219 

SO-PLS for multiblock regression 220 

Let us now assume that data consists of three blocks in which 𝑿𝟏, 𝑿𝟐 are the 221 

explanatory blocks and 𝒀 is the response block. Their relations are described as 222 

follows: 223 

𝒀 = 𝑿𝟏𝑩𝟏 + 𝑿𝟐𝑩𝟐 + 𝒆𝒓𝒓𝒐𝒓 (1) 

where 𝑩𝟏, 𝑩𝟐 are regression coefficients. 224 

The SO‐PLS method for estimation is based on an iterative use of PLS regression 225 

and orthogonalization of blocks with respect to blocks previously fitted, summarized by 226 

the following steps: the first step is to fit 𝒀 to 𝑿𝟏 by PLS regression. The 𝑿𝟐 is then 227 

orthogonalised with respect to the PLS scores 𝑻𝑿𝟏 of 𝑿𝟏 to obtain the orthogonalized 228 

𝑿𝟐
𝒐𝒓𝒕𝒉; in the second step, the original or deflated 𝒀 is fitted to 𝑿𝟐

𝒐𝒓𝒕𝒉 using PLS 229 

regression, and the PLS scores 𝑻𝑿𝟐𝒐𝒓𝒕𝒉
 are estimated; finally, 𝑻𝑿𝟏 and 𝑻𝑿𝟐𝒐𝒓𝒕𝒉

 are used 230 

as independent variables to predict response variables 𝒀 in an ordinary least squares 231 

(LS) regression. For more blocks, one simply repeats the same procedure. This 232 

method provides information of the incremental increase in the explained variance as 233 

each new block is incorporated. This is called the additional effect of a block and is 234 

important for interpretation. 235 

Determining the number of components 236 
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As for regular regression, cross-validation is applied to determine the number of 237 

components to use for prediction and assess the quality of the predictor obtained, 238 

usually measured by the root mean square error of prediction (RMSEP) (Martens & 239 

Næs, 1989). In the SO-PLS regression, the optimal number of components can be 240 

selected using global or sequential optimization (Næs et al., 2011). In this paper, we 241 

will use the sequential approach since it fits best with the philosophy of using SO-PLS 242 

in a path modeling context, i.e. with a focus on additional explained variance. 243 

Direct and indirect effects 244 

Assume that block A imparts block C directly and indirectly through block B (see for 245 

instance the (Liking, Satiation, Satiety) part of the model in Fig. 2 with Liking 246 

represented by A, Satiation by B and Satiety by C). The effects are defined in the 247 

following way: 248 

• The total effect of block A on block C is the explained variance (in %) of C when 249 

regressed onto A; 250 

• The direct effect of A on C is defined by how much of C can be explained by A 251 

when A is orthogonalized with respect to B; 252 

• The corresponding indirect effects are calculated as the differences between 253 

the total effects and the direct effects.  254 

If all information from A to C goes through B, this direct effect will be equal to zero; 255 

in all other cases, it will be positive. In order to avoid overoptimistic results, cross-256 

validation is used to estimate the explained variances. 257 

The number of components for the effects are selected as follows: for total effect of 258 

A on B and C, the components are selected for A independently for each; for total effect 259 

of B on C, the components are selected directly. For direct effect of A on C, the steps 260 
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are to select first components in B for predicting A, and then components in the 261 

residuals of A from this model when predicting C.  262 

For models with more blocks the components are selected in the same way. 263 

With direct, indirect and total effects in SO-PLS-PM a model-based bootstrap is 264 

performed where residuals are permuted (see Romano et al. (2019) for details). 265 

Principal components of predictions (PCP) 266 

The PCP aims at providing information about which part of a response block 𝒀 can 267 

be predicted by which part of a predictor block 𝑿 (Langsrud & Næs, 2003). The first 268 

step is to use PCA on the predicted values �̂�. This gives �̂� − 𝒔𝒄𝒐𝒓𝒆𝒔 and �̂� −269 

𝒍𝒐𝒂𝒅𝒊𝒏𝒈𝒔. The  𝑿 − 𝒍𝒐𝒂𝒅𝒊𝒏𝒈𝒔 are obtained by regressing each X-variable onto the 270 

�̂� − 𝒔𝒄𝒐𝒓𝒆𝒔. This results in one score plot (for �̂�), and two loading plots (one for 𝑿, one 271 

for �̂�) for each model fitted. Usually, one will concentrate on the first two components 272 

of �̂�, but more components are possible (Menichelli, Almøy, et al., 2014; Næs et al., 273 

2011). 274 

3. Case studies 275 

3.1. Yoghurt data 276 

Eight yoghurt samples were prepared from a design of experiment (DOE) based on 277 

the same ingredients, but with different texture obtained by using different processing 278 

strategies. The samples have the same calories and composition avoiding influence of 279 

these parameters on satiety or satiation. The ingredients were commercial natural 280 

yoghurt, cereal flakes and a combination of vanilla and high intensity sweetener. The 281 

design parameters of the full factorial design were yoghurt viscosity (thin/thick), cereal 282 

particle size (flakes/flour) and flavour intensity (low/optimal); see Nguyen, Næs, & 283 
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Varela (2018) for details. Table 1 shows the samples with different levels of viscosity, 284 

particle size and flavour intensity. 285 

One hundred and one consumers were recruited for the test in the southeast area 286 

of Oslo from Nofima’s consumer database. Consumers were asked to taste each 287 

sample and rate their liking on a Labeled Affective Magnitude (LAM) scale (Schutz & 288 

Cardello, 2001), expected satiation on a Satiety Labeled Intensity Magnitude (SLIM) 289 

scale (Cardello, Schutz, Lesher, & Merrill, 2005) and expected satiety on a 6-point 290 

scale from 1 = “hungry again at once” to 6 = “full for five hours or longer”. For their ideal 291 

portion size, they chose the amount they would consume as compared to the normal 292 

amount of commercial yoghurt product (they were shown a commercial unbranded 293 

container). The labeled points on the portion size scale were defined in relation to the 294 

provided container as follows: “One-third (of the container)”, “A half”, “Two-thirds”, 295 

“One container”, “One and a half”, “Two”, “Three”. 296 

3.2. Biscuit data 297 

Eight oat based biscuit samples were used in this study. Samples were prepared 298 

following the same idea as for the yoghurt samples, identical composition but different 299 

textures. Two parameters of DOE were used: baking powder in two levels 300 

(with/without) and four levels of particle sizes (0.5mm, 2.0mm, small commercial 301 

flakes, big commercial flakes). The formulations of biscuit samples are shown in Table 302 

2. A consumer test was carried out with 101 consumers at IATA (Valencia, Spain). In 303 

this test, consumers tasted the samples and rated the same parameters as in the 304 

yoghurt case: liking on LAM scale, expected satiation on SLIM scale and expected 305 

satiety on 6-point scale. For portion size selection, they rated how many biscuits they 306 

would like to eat on a 6-point scale from “1 biscuit” to “6 or more biscuits”. 307 

3.3. Data analyses 308 
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The data sets consist in both cases of four blocks  𝑿𝟏, 𝑿𝟐, 𝑿𝟑, 𝑿𝟒 corresponding to 309 

liking, satiation, satiety and portion size. Rows correspond to consumers as discussed 310 

above. Before analysis, data are centered for each consumer (as in preference 311 

mapping) and block separately (each row) which leads to double-centered data since 312 

PCA and PLS regression are always run on column centered data (Endrizzi, Gasperi, 313 

Rødbotten, & Næs, 2014; Endrizzi, Menichelli, Johansen, Olsen, & Næs, 2011). 314 

Each uni-dimensional block for PLS-PM (obtained by the splitting step based on 315 

principal components) is standardized by dividing by its standard deviation (Tenenhaus 316 

et al., 2005). Note that reducing the blocks to two components, means that focus in the 317 

path model will be only on the aspects related to these two components (see SO-PLS-318 

PM below for a comparison of this and the results for the full data set). 319 

For the SO-PLS-PM, we here compared solutions based on original data and the 320 

principal components (still standardized individually by the standard deviation) used as 321 

input for the PLS-PM. The two principal components representing a block (as for PLS-322 

PM) will here, however, not be used separately, only together in a block. For the 323 

original data, each original block is double centered as described above and then 324 

standardized by dividing by its Frobenius norm (although not needed due to 325 

invariance). Also, for the situation with the two principal components (T1 and T2) used 326 

together, standardization by the Frobenius norm is applied. Note that comparing 327 

results for two components and all the data for blocks implicitly gives a test on whether 328 

one loses important information for the path diagram by focusing only on two 329 

components.   330 

The R packages plspm (Sanchez et al., 2017) and semPLS (Monecke & Leisch, 331 

2012) are used for implementing PLS-PM. The computations of SO-PLS are done in 332 

Python and SO-PLS-PM in MATLAB with in-house codes. 333 
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3.4. Path model considered 334 

For both yoghurt and biscuit data sets, the path diagrams describe the relations 335 

between blocks of variables with respect to the sequence of cognitive and physiological 336 

processes when people consume a food product (Blundell et al., 2010). This diagram 337 

is depicted in Fig. 2 in which liking is incorporated before satiation and satiety 338 

expectations, and then these three blocks together impart portion size (Nguyen et al., 339 

2020). This diagram is used directly in the SO-PLS-PM analyses. 340 

For the PLS-PM, the splitting step is done as illustrated in Fig. 4. Instead of the 341 

original model (on the upper right side), one applies the PLS-PM on the new one (on 342 

the lower right side) which satisfies the assumption of uni-dimensionality. This is 343 

essentially the same diagram as in SO-PLS-PM, the only difference is that now each 344 

block was replaced by two different blocks with one variable (principal component) in 345 

each. The components from the same original block are independent principal 346 

components and therefore no relation between them is used in the model. 347 

4. Results  348 

For each data set, two main results were represented; in particular, first the main 349 

effect (product effect) on consumer expectation (i.e. liking/ satiation/ satiety/ portion) 350 

was considered, then the interactions (see beginning of Section 2) between product 351 

and consumer effects were investigated in the context of path modelling. 352 

4.1. Yoghurt data 353 

4.1.1. The main effect of product 354 

The average differences in ratings (liking, satiation, satiety, portion) between 355 

products were depicted in Fig. 5. The mixed ANOVA model (as described above) 356 
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showed significant differences between products for liking, satiation, satiety, portion 357 

with p-values <0.001. Added to this, the standard errors of the means were added to 358 

point at the product separations for each rating. For liking, there are four groups of 359 

products in the ascending rating: group 1 (TnFkL, TnFrL), group 2 (TnFrH, TnFkH), 360 

group 3 (TkFrL, TkFkL), and group 4 (TkFrH, TkFkH). There are two classifiers for this 361 

separation: the first one, thickness, distinguishes group 1, 2 (thin products) from group 362 

3, 4 (thick products); the second one, flavor intensity, separates group 1 (low intensity) 363 

vs. group 2 (high intensity), and group 3 (low intensity) vs. group 4 (high intensity). For 364 

the remaining consumer expectations (satiation, satiety, portion), it is important to see 365 

that the difference between products depends on thickness only with products TnFkL, 366 

TnFrL, TnFrH, TnFkH in one group, and products TkFrL, TkFkL, TkFrH, TkFkH in 367 

another group. 368 

The results do not only highlight how consumers rate their expectations on different 369 

products, but also indicate the possible relationships between these expectations due 370 

to the similar separations when considering liking, satiation, satiety, portion.  371 

4.1.2. PLS-PM 372 

A PCA was applied to each block (consumers in rows and ratings of products in 373 

columns) to split original block into uni-dimensional sub-blocks. With the help of 374 

sensory attributes (as supplementary variables) the PCA components were 375 

interpreted. For liking, the first component is explained by viscosity with Thick and 376 

Liquid attributes located on opposite sides, whereas the second component is 377 

characterized by the particle-size (Sandy and Pieces). These results are also observed 378 

for satiation and portion size, however, for satiety, the components are switched in 379 

which the first component became particle-size and the second component was 380 

viscosity. The two components explain around 50% of the variation and have clear 381 
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interpretation for all blocks of data considered. For all blocks the general direction or 382 

separation of products in each PCA loading plot is the same for all blocks, i.e. a positive 383 

score for particle size for liking corresponds to a positive score for particle size in the 384 

other blocks. The loading plots are displayed in the supplementary material in 385 

Appendix A (Fig. A1). Component 3 was also discussed briefly in Nguyen et al. (2020), 386 

but this did contribute little to the interpretation while also making the model more 387 

complicated and was therefore omitted here. The two components were used as 388 

separate blocks in the PLS-PM. It is beyond the scope of the present paper to discuss 389 

details of product characterizations, but they are available from Nguyen et al. (2020). 390 

From now on, the paper will focus on the first two components: the one related to 391 

viscosity (V) and the other related to particle-size (P), for example, LikingV will be the 392 

liking component driven by viscosity, LikingP will be the liking component driven by 393 

particle size, and so on for the other blocks. 394 

Fig. 6 highlights the relations between the four data blocks using the (V, P) notation. 395 

Blue lines indicate positive relationships, red lines negative relationships, dashed lines 396 

close to zero relation and the thickness of the lines represent the strengths of the direct 397 

relationships between two blocks. It can be noted that all variables were standardized, 398 

so that the path coefficients could be compared. The path coefficients are displayed 399 

with the corresponding P-values in parentheses. 400 

As can be seen, liking has positive and strong effect on portion size with path 401 

coefficients of 0.44 and 0.72 for the component V and P, respectively. In addition, while 402 

liking directly influences satiation (LikingV-SatiationV: 0.30, LikingP-SatiationP: 0.37), 403 

it does not contribute directly to satiety for each component separately. On the other 404 

hand, satiation strongly (and directly) imparts satiety (SatiationV-SatietyV: 0.41, 405 

SatiationP-SatietyP: 0.48). 406 
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The direct, indirect, and total effects and their corresponding P-values are found in 407 

Table 3 in which the relations with non-significant values of all direct, indirect, and total 408 

effects were eliminated (13 out of 24 relations). It is noted that, in the relation LikingV-409 

SatietyP, both indirect and total effects are equal to 0.11 but differ in P-values (0.024 410 

vs. 0.356). A somewhat strange aspect can be noted for the bootstrap-based 411 

significance values for LikingV vs SatietyP; the indirect effect is the same as the total, 412 

but the significances are quite different. This is probably due to the fact that in the 413 

bootstrap the indirect and total effects are different in each bootstrap replicate, even 414 

though the estimate is the same. 415 

In addition to the effects, for each regression in the structural model, the 𝑅2 (the 416 

proportion of variance in endogenous LV that is predictable from its independent LVs) 417 

is investigated. It is not surprising that PortionP is the most explained block with 𝑅2 = 418 

49.8%, followed by SatietyV (31.67%) and SatietyP (24.82%). 419 

In summary, we can say that liking affects directly both portion size and satiation. 420 

Neither satiation nor satiety affect portion size in any significant way. Satiation has a 421 

direct effect on satiety. The direct effects dominate completely, only 3 of the indirect 422 

effects are significant. The significant effects follow either P or V except the one direct 423 

effect from LikingP to SatietyV (and to a certain extent the indirect of LikingV on 424 

SatietyP). The latter two aspects are somewhat difficult to interpret, in particular the 425 

last is difficult given the general structure/size of effects seen in Fig. 6.   426 

4.1.3. SO-PLS-PM for raw data without reduction based on PCA 427 

An essential step here is to determine the number of components for each data 428 

block used in the SO-PLS-PM estimation. Based on the path diagram, three SO-PLS 429 

models were considered: (1) Liking → Satiation, (2) Liking + Satiation → Satiety, and 430 



20 

 

(3) Liking + Satiation + Satiety → Portion. For each model, the number of components 431 

was selected sequentially by optimizing for the first block and then for the next block 432 

while keeping the number of components of previous blocks fixed (sequential 433 

optimization). The RMSEP plots (Måge, Mevik, & Næs, 2008), as functions of the total 434 

number of components for all three regression methods, show that model 1 was 435 

optimized with 5 components of Liking; model 2 with 1 component of Liking and 5 436 

components of Satiation; model 3 with 5 components of Liking, 0 component of 437 

Satiation and 0 component of Satiety (Fig. A2 in Appendix A). 438 

The cumulative validated explained variances are displayed in Table 4. For model 439 

1 (Liking → Satiation), Liking predicts 10.5% of the variability of Satiation. For model 2 440 

(Liking + Satiation → Satiety), Satiety is mostly explained by Satiation (14.2%) since 441 

Liking only explained 0.9% of Satiety variance. For model 3 (Liking + Satiation + Satiety 442 

→ Portion), only Liking is considered as the regressor of Portion, it predicts 20.6% of 443 

Portion variance. These results clearly indicate a multi-dimensional structure of each 444 

data block. 445 

The SO-PLS-PM path diagram (Fig. 7) shows three main/significant relations based 446 

on the direct effects: Liking-Portion, Liking-Satiation and Satiation-Satiety with the ‘path 447 

coefficients’ (i.e. explained variances) 20.64, 10.45 and 19.23, respectively. These 448 

results are consistent with those of PLS-PM which emphasize the relations Liking-449 

Portion, Liking-Satiation and Satiation-Satiety. 450 

The relations Liking-Portion and Satiation-Satiety are two times higher than the 451 

relation Liking-Satiation. The relative strengths are slightly different in PLS-PM results 452 

where the relations Liking-Portion and Satiation-Satiety are not twice as high as the 453 

relation Liking-Satiation, especially regarding the component V. Apart from the relative 454 

strengths of relations, the only clear difference is the lack of significant relation between 455 
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Liking and Satiety (although this effect was quite difficult to interpret for PLS-PM). The 456 

indirect and total effects are displayed in Table 5. It can be seen that there are no 457 

indirect effects. Total effects were therefore the same as the direct effects. 458 

For further interpretation, PCP plots were obtained for each model. For model 1 459 

(Liking → Satiation) and 3 (Liking + Satiation + Satiety → Portion), it is clear that Liking 460 

has a positive (i.e. in the same direction) effect on Satiation and Portion due to the 461 

similar configurations between Liking, Satiation and Portion (Fig. A3 in Appendix A). 462 

For model 2 (Liking + Satiation → Satiety), the loading plots of the explanatory blocks 463 

(i.e. Liking, Satiation) and response block (i.e. Satiety) show that both Liking and 464 

Satiation influence Satiety positively. As can be seen in �̂� – loadings (Fig. 8b), the first 465 

component separates satiety ratings into two groups: one group (P7, P8, P4) on the 466 

left, and another group (P1, P3, P5, P6, P2) on the right side, which is in line with liking 467 

or satiation separations (Fig. 8a). On the second component, the classifications of 468 

liking, satiation and satiety ratings are roughly consistent with P7, P1, P3 on the top 469 

and P4, P2, P5, P6 on the bottom of this component. This shows that an increase in 470 

liking and/or satiation results in an increase in satiety. 471 

4.1.4. SO-PLS-PM on preprocessed data 472 

To investigate the effect of the PCA preprocessing step on SO-PLS-PM results, the 473 

SO-PLS-PM was also applied on the two components data. Table 6 shows that the 474 

direct effects in this model are slightly different as compared with those of SO-PLS-PM 475 

on the original data. The main relations are, however, the same: Liking-Portion (31.8), 476 

Liking-Satiation (8.93), and Satiation-Satiety (20.18). Consequently, SO-PLS-PM 477 

could be used on the original data without changing the main relations between 478 

variables. 479 



22 

 

4.2. Biscuit data 480 

4.2.1. The main effect of product 481 

Like for the yoghurt data, the consumer ratings (liking, satiation, satiety, portion) in 482 

different products were also tested for biscuit data (Fig. 9). The mixed ANOVA model 483 

(as described above) showed significant differences between products for liking (p-484 

value < 0.001), satiety (p-value 0.012), portion (p-value 0.017), but not for satiation (p-485 

value 0.607). Standard errors of the means were also added to point to the product 486 

separations for each rating. There is no clear separation in ratings between products; 487 

however, it seems that product s3w is rated high, and product s4wo low in both liking 488 

and portion while product s1wo is expected to be the most satiety and, to a certain 489 

extent, satiation, indicating the possible relations of liking-portion, and satiation-satiety. 490 

4.2.2. PLS-PM 491 

The same strategy of analyses was applied to the biscuit data set. First, PCA was 492 

run on double-centered data; however, the PCA plots did not show the same clear 493 

interpretations as for the yoghurt data. For liking and portion size (Fig. 10), there seems 494 

to be quite similar classifications along the first component with the product s4w and 495 

s4wo (oat flakes in big size, with or without baking powder) on one side and the rest of 496 

the products (oat flakes in small size or oat flour, with or without baking powder) on the 497 

other side. One can say that the first component can be explained by the differences 498 

in particle-size, meaning that samples with big flakes (s4) are separated from the other 499 

samples (s1, s2, s3). Component 2 is difficult to explain both for portion and liking, with 500 

no clear effect of the baking powder on the perception. Possibly, the component is a 501 

combination of two input factors (i.e. particle-size and baking powder), pointing their 502 

interaction. Added to this, differences among samples are smaller and the variation in 503 

liking/ portion is low, for these reason PCA has no straightforward explanation. This is 504 
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also observed when considering satiation and satiety with the same tendencies (Fig. 505 

B1 in Appendix B). 506 

This implies that the meaning of the first two components is not related to single 507 

identifiable properties like viscosity and particle-size in the yoghurt case, and we 508 

therefore use the names “1” and “2” as the first and second component in the next 509 

analyses. An alternative here could have been to let the different samples represent 510 

separate blocks of data as also discussed in Menichelli, Hersleth, et al. (2014), but that 511 

would lead to an enormous number of blocks and relations that would be very difficult 512 

to interpret. We therefore kept the same procedure as for the yoghurt data and interpret 513 

further only the main relations found in the path model below using the PCA plot. Later, 514 

it will become evident that component 2 is of less importance in the path diagram than 515 

component 1. 516 

The PLS-PM path diagram (Fig. 11) shows the relations between data blocks with 517 

the corresponding path coefficients (in the same way as for Fig. 6). The direct, indirect 518 

and total effects are given in Table 7 (15 out of 24 relations were eliminated due to 519 

non-significant direct, indirect, and total effects with P-values higher than 0.05). In this 520 

case, strong positive relations are mostly related to component 1: Liking1-Satiation1 521 

(0.3), Satiation1-Satiety1 (0.53), Satiety1-Portion1 (0.48). There is no significant 522 

relation between the two blocks related to component 2, but Satiation2-Satiety2 523 

estimate (0.29) is close to significance with a P-value 0.09. As can also be seen, 524 

Liking1 is not only related to component 1 but also to component 2; for example, 525 

Liking1-Satiation2 (0.2) in a direct way and Liking1-Satiety2 (0.11) in an indirect way. 526 

In addition, Satiation1 imparts on both Portion1 and Portion2, but in opposite ways. 527 

More specifically, Satiation1 indirectly imparts Portion1 with a positive effect (0.20); 528 

however, it directly influences Portion2 with a negative effect (-0.27). These results 529 
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imply that component 1 dominates the path diagram in the sense that component 1 530 

affects other blocks related to component 1, but also a few related to component 2.   531 

As mentioned previously, the interpretation of the component 2 was difficult, but as 532 

can be seen, this component is less important than component 1 in the path diagram. 533 

While component 1 displays some main relations: liking-portion size, liking-satiation, 534 

satiation-satiety and satiety-portion size, component 2 does not depict any clear 535 

relation (at least used as input block). A possible explanation is that consumers relate 536 

their expectations (i.e. liking, satiation, satiety and portion size) mostly depending on 537 

the particle-size of samples (i.e. component 1 for all blocks of data). 538 

Considering calibrated explained variances (𝑅2) (note that the explained variances 539 

for the SO-PLS-PM are validated with cross-validation and will therefore always be 540 

smaller) of data blocks in the structural model, blocks related to component 1 are 541 

explained more effectively than those linked to component 2. Among the data blocks, 542 

the most explained block is Portion1 (40.65%), and the least one is Satiation2 (6.54%). 543 

In summary, the paths related to the blocks driven by component 1 (i.e. particle-size 544 

component) are dominating. Generally, liking directly affects portion. Added to this, 545 

liking directly influences satiation (both Satiation1 and Satiation2), and then satiation 546 

influences satiety. The main difference in this predicted model, as compared to the 547 

model for the yoghurt data, is the relation satiety-portion. While this relation (Satiety1-548 

Portion1 in particular) seems to be significant in the biscuit data, it is not in the yoghurt 549 

data. It means that people who expect to feel fullness in longer duration will select a 550 

larger amount of food. Care should be taken interpreting this relation because it is only 551 

based on component 1. 552 

4.2.3. SO-PLS-PM for raw data without PCA based reduction 553 
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Like for the yoghurt data, three SO-PLS models were considered: (1) Liking → 554 

Satiation, (2) Liking + Satiation → Satiety, and (3) Liking + Satiation + Satiety → Portion. 555 

For model 1, the RMSEP plot shows that Satiation is not predicted by Liking (0 556 

component of Liking). For model 2, 5 components for Satiation are selected for 557 

predicting Satiety. For model 3, Portion is explained by 2 components of Liking. The 558 

corresponding RMSEP plots were shown in Fig. B2 (Appendix B). 559 

Validated explained variances were calculated for each SO-PLS model (Table 8). 560 

Model 1 has no predictive power and is not further explained. In model 2, 9.5% of the 561 

variability of Satiety is explained by Satiation and not by Liking. Conversely, in model 562 

3, Portion is predicted by Liking only; in particular, Liking explains 7.1% of Portion 563 

variances. 564 

The relations between blocks were calculated (Table 9) and the path diagram was 565 

plotted (Fig. 12). No indirect effects are observed. According to Fig. 12, there are two 566 

main relations: Satiation-Satiety (15.04) and Liking-Portion (7.14). In this path model, 567 

the relation Liking-Satiation is not found to be significant, whereas it is in the PLS-PM 568 

estimation (Liking1-Satiation1: 0.3 and Liking1-Satiation2: 0.2). Furthermore, the 569 

relation Satiety-Portion is not significant in SO-PLS-PM estimation, but considerable in 570 

the PLS-PM model (Satiety1-Portion1: 0.35). In other words, the main difference in 571 

terms of significance are the paths between liking and satiation, and satiety and portion 572 

size. In fact, the relation Satiety-Portion appears and is equal to 1.27, however, the 573 

bootstrap-based standard error is high (1.27). Consequently, this relation becomes 574 

non-significant. 575 

PCP loading plots were used to interpret the relations between blocks in the path 576 

model (Fig. 13). As can be seen in Fig. 13a, the relation Satiation-Satiety is positive 577 

because their configurations are consistent. In particular, the first component splits the 578 
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ratings (both satiation and satiety) into two groups: P2, P7, P8 on the left-hand side 579 

and P4, P5, P6 on the right-hand side. On the second component, while ratings of P3 580 

and P1 are positioned on the top, ratings of P5 are on the bottom of the loading plot. 581 

The plot indicates consensus classifications between satiation and satiety ratings, that 582 

is, when satiation ratings increase, satiety ratings also increase, and conversely. This 583 

result is consistent with PLS-PM results in which increasing satiation also leads to 584 

enhanced satiety perception. Likewise, Liking-Portion is considered as a positive 585 

relation (Fig. 13b). 586 

It can be noted, for the SO-PLS-PM, that no initial PCA with difficult interpretation is 587 

needed. 588 

4.2.4. SO-PLS-PM on preprocessed data 589 

Again, for comparison, SO-PLS-PM was applied to the preprocessed biscuit data. 590 

Although the complexity of the data increased (i.e. more complicated in terms of 591 

consumer expectations), the effects are still similar as compared with those of SO-592 

PLS-PM on the original data. Particularly, the main relations Satiation-Satiety and 593 

Liking-Portion are 14.53 and 7.27, whereas they are 15.04 and 7.14 in SO-PLS-PM on 594 

original data. It is noted that the relation Satiety-Portion is 5.58, but its standard error 595 

is also high (4.81). Therefore, it was not significant at a 5% level of significance. 596 

5. Discussion 597 

The main focus of this paper been on how to handle multi-dimensionality of blocks 598 

in path modelling in consumer science. Special emphasis was given to a method based 599 

on principal components proposed in Menichelli, Hersleth, et al. (2014); Nguyen et al. 600 

(2020) for obtaining uni-dimensional blocks in PLS-PM. The results from this analysis 601 

were compared to results from SO-PLS-PM which handles multi-dimensionality 602 
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automatically. Interpretation of the results in the context of satiety and satiation were 603 

also considered. The focus here was more on the statistical implications rather than 604 

the perceptual interpretations of the results. More details on the sensory perception 605 

aspects of the yoghurt data can be found in Nguyen et al. (2018). 606 

Uni-dimensional blocks from complex data 607 

To ensure the assumption of uni-dimensionality which is necessary for PLS-PM, 608 

PCA was used as a preprocessing step for both data sets (Menichelli, Hersleth, et al., 609 

2014). For the yoghurt data, this strategy works well since the two dominating 610 

components are easily interpretable as viscosity and particle-size related. For the 611 

biscuit data on the other hand, it is more difficult to interpret the components, which 612 

complicates the whole procedure. In other words, the method of splitting based on PCA 613 

components was less successful for the biscuit data than for the yoghurt data. The 614 

comparison with SO-PLS-PM indicates, however, that in both cases two components 615 

capture the most important information for the path modelling. 616 

 It must be underlined that other ways of splitting a data block is hard to find in this 617 

type of studies with products in focus. Splitting original blocks into uni-dimensional 618 

blocks can in general make the interpretation of the path model more complicated since 619 

many more blocks have to be taken into account. Some of those relations also seem 620 

to be confusing (e.g., Liking2-Satiety1, Satiation1-Portion2), resulting in difficulty of 621 

interpretation of the PLS-PM path model results.  622 

As opposed to PLS-PM, SO-PLS-PM can be applied to the original data without a 623 

PCA preprocessing step, and then the interpretations are more straightforward. In 624 

addition, PCP loading plots are used to explain how different exploratory blocks are 625 

related to the response block. 626 
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Resampling – overfitting  627 

As can be seen from the PLS-PM path diagram, the relation Liking-Satiety is 628 

deemed significant for both yoghurt and biscuit data, but it is not in SO-PLS-PM. A 629 

possible explanation for this is that the resampling tests for the effects based on cross-630 

validation are more conservative since they represent a bootstrap on top of a cross-631 

validated estimate. Another possible and related explanation is that the standard PLS-632 

PM is more prone to overfitting. To check this possible overfitting, PLS regression of 633 

satiety on liking for both data sets (data not shown) was employed, and the result in 634 

fact pointed out that liking explains very low variability of satiety (as opposed to the 635 

indication in the PLS-PM results). This points towards simple PLS testing of relations 636 

(with cross-validation) if interpretation is found confusing or difficult.  637 

The direct, indirect and total effects 638 

The effects are used to interpret the relations between variables in both PLS-PM 639 

and SO-PLS-PM; however, their definitions are different depending on the method 640 

used. In PLS-PM, direct effects (also called path coefficients) are the regression 641 

coefficients, whereas in SO-PLS-PM, they are the explained variances. This leads to 642 

differences in indirect and total effect calculations, but results in Romano et al. (2019) 643 

indicated that, in the case of uni-dimensional blocks, they measure the same 644 

phenomena. The comparison between PLS-PM and SO-PLS-PM on the path 645 

coefficients should generally focus on the main trends instead of the absolute values 646 

(see also Romano et al. (2019)). As aforementioned, the values of explained variances 647 

in SO-PLS-PM seem to be lower than those of PLS-PM. This is reasonable because 648 

these values are validated, explained variances calculated by cross-validation instead 649 

of just fitted 𝑅2’s. In addition, the explained variance results for the SO-PLS-PM are 650 
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related to the manifest variables while for the PLS-PM they refer to the relation between 651 

latent variables.  652 

Other ways of organizing the data 653 

It should also be mentioned, that since both ‘variables’ and ‘samples’ are the same 654 

for all blocks, this study could also have been conducted using transposed matrices, 655 

but this idea is not pursued here. Note, however, that the same problem of uni-656 

dimensionality would appear also with that approach. In cases, where the variables 657 

are different in the different blocks, which is the usual case, such a transposed 658 

procedure is not possible. 659 

Further research 660 

There are ongoing discussions on the efficacy of PLS-PM. Some researchers 661 

seem to be more inclined to use methods such as common factor models and multi-662 

level modelling (Rönkkö & Evermann, 2013; Rönkkö, McIntosh, & Antonakis, 2015; 663 

Rönkkö, McIntosh, Antonakis, & Edwards, 2016). The aim of the present paper, 664 

however, is to focus on other aspects, that is, how to deal with the assumption of uni-665 

dimensionality. The SO-PLS-PM presented here is one possibility to solve this issue. 666 

Nevertheless, other solutions have been proposed such as summarizing each block 667 

by the first principal component (Tenenhaus, 2008) or using multiple dimensions in 668 

higher-order constructs (Becker et al., 2012). The SO-PLS-PM should be compared 669 

also to these approaches and to other path modelling methods such as Path-ComDim 670 

(Cariou, Qannari, Rutledge, & Vigneau, 2018) or RGSCA (Hwang, 2009; Hwang & 671 

Takane, 2004). 672 

As a matter of fact, the SO-PLS-PM itself may also face some limitations. One of 673 

them is how to establish the dependence order of data blocks if the so-called 674 
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topological order is not unique (as it is here). In such cases one will need to establish 675 

a relation in terms of what is most natural from the researcher’s point of view. 676 

6. Conclusion 677 

The main purpose of the path models here was to predict portion size from liking, 678 

expected satiation and satiety using PLS-PM and SO-PLS-PM. A procedure based on 679 

the use of principal components instead of the original data were tested in order to 680 

make the data uni-dimensional, which is a requirement for PLS-PM.  For the yoghurt 681 

data set, although there were differences in the numerical absolute values, the two 682 

approaches showed the same main trends: liking was the essential regressor of 683 

expected satiation and portion size; and expected satiation mainly predicted expected 684 

satiety. When the complexity of consumer expectations increased, because of higher 685 

sensory complexity of a solid product, the uni-dimensionality was not handled well by 686 

the PCA preprocessing step as was illustrated using the biscuit data set. The relation 687 

between liking and expected satiation became complicated and difficult to interpret in 688 

the PLS-PM model. In other words, the splitting procedure tested is not always to be 689 

recommended in PLS-PM.  690 

In this study, SO-PLS-PM reveals the ability to model data sets which violate the 691 

assumption of uni-dimensionality without requiring any data preprocessing step. This 692 

makes the explanation more explicit and avoids the potential problems when applying 693 

standard PLS-PM on uni-dimensional blocks obtained by splitting original data blocks. 694 

  695 
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Table 1. Formulation of the yoghurt samples (3*2 design). 826 

Sample Viscosity Particle size Flavour intensity 

P1 (TnFkL) Thin Flakes Low 

P2 (TkFkL) Thick Flakes Low 

P3 (TnFrL) Thin Flour Low 

P4 (TkFrL) Thick Flour Low 

P5 (TnFkH) Thin Flakes Optimal 

P6 (TkFkH) Thick Flakes Optimal 

P7 (TnFrH) Thin Flour Optimal 

P8 (TkFrH) Thick Flour Optimal 

  827 
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Table 2. Formulation of the biscuit samples (4*2 design). 828 

Sample Particle size Baking powder 

P1 (s1w) Flour (0.05mm) With 

P2 (s1wo) Flour (0.05mm) Without 

P3 (s2wo) Flour (2.00mm) Without 

P4 (s2w) Flour (2.00mm) With 

P5 (s3wo) Flakes (small size) Without 

P6 (s3w) Flakes (small size) With 

P7 (s4wo) Flakes (big size) Without 

P8 (s4w) Flakes (big size) With 

 829 

  830 
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Table 3. PLS-PM direct, indirect and total effects (Yoghurt data). 831 

Relations Direct Indirect Total 

LikingV → SatiationV  0.30 (0.001)  0.00 (1.000)  0.30 (0.001) 

LikingV → SatietyP  0.00 (0.996)  0.11 (0.024)  0.11 (0.356) 

LikingV → SatietyV  -0.12 (0.272)  0.15 (0.010)  0.03 (0.798) 

LikingV → PortionV  0.44 (0.000)  0.03 (0.425)  0.47 (0.000) 

LikingP → SatiationP  0.37 (0.001)  0.00 (1.000)  0.37 (0.001) 

LikingP → SatietyP  0.13 (0.273)  0.15 (0.033)  0.28 (0.013) 

LikingP → SatietyV  -0.29 (0.001)  0.01 (0.939)  -0.28 (0.003) 

LikingP → PortionP  0.72 (0.000)  -0.03 (0.556)  0.69 (0.000) 

SatiationV → SatietyP  0.18 (0.024)  0.00 (1.000)  0.18 (0.024) 

SatiationV → SatietyV  0.41 (0.000)  0.00 (1.000)  0.41 (0.000) 

SatiationP → SatietyP  0.48 (0.000)  0.00 (1.000)  0.48 (0.000) 

The relations are eliminated when all direct, indirect and total effects are not significant (P-value ≥ 832 
0.05). 833 

V, P denote viscosity, particle-size component. 834 

P-values (obtained by the bootstrap) of effects are given in the parentheses. 835 

 836 
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Table 4. The SO-PLS-PM cumulative validated (cross-validation) explained variances 838 

(Yoghurt data). 839 

 Model 1 Model 2 Model 3 

Liking  10.5 (5)  0.9 (1)  20.6 (5) 

Satiation   15.1 (5)         0 (0) 

Satiety           0 (0) 

Each column is a model and each row is an input. 840 

The number of components per each block are given in the parentheses. 841 

 842 

  843 



39 

 

Table 5. The SO-PLS-PM direct, indirect and total effects (Yoghurt data). 844 

Relations Direct Indirect Total 

Liking → Satiation  10.45 (2.68)       0 (0.88)  10.45 (2.39) 

Liking → Satiety  0 (1.01)    0.86 (1.82)     0.86 (1.57)   

Liking → Portion  20.64 (2.60)  0 (1.60)   20.64 (2.37)   

Satiation → Satiety  19.23 (3.55)    0 (0.46)  19.23 (3.52)   

Satiation → Portion  0 (1.27)   0 (1.27)        0 (0)   

Satiety → Portion    0.03 (1.02)       0 (0.62)    0.03 (1.05) 

Standard errors (obtained by the bootstrap) of the effects are given in the parentheses. 845 

 846 
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Table 6. The SO-PLS-PM direct, indirect and total effects (preprocessed Yoghurt 848 

data). 849 

Relations Direct Indirect Total 

Liking → Satiation  8.93 (3.84)       0 (0)  8.93 (3.84)   

Liking → Satiety  1.83 (1.71)    2.56 (2.83)     4.39 (3.86)   

Liking → Portion  31.8 (5.03)       0 (0)   31.8 (5.03)   

Satiation → Satiety  20.18 (4.61)       0 (0)    20.18 (4.61)   

Satiation → Portion  1.01 (3.08)    1.42 (2.04)     2.44 (3.35)   

Satiety → Portion  0 (1.91)    0 (1.91)    0 (0)  

Standard errors (obtained by the bootstrap) of the effects are given in the parentheses. 850 

 851 
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Table 7. The PLS-PM direct, indirect and total effects (Biscuit data). 853 

Relations Direct Indirect Total 

Liking1 → Satiation1  0.30 (0.032)  0.00 (1.000)  0.30 (0.032) 

Liking1 → Satiation2  0.20 (0.060)  0.00 (1.000)  0.20 (0.060) 

Liking1 → Satiety1  -0.03 (0.815)  0.19 (0.012)  0.16 (0.341) 

Liking1 → Satiety2  0.18 (0.136)  0.11 (0.031)  0.29 (0.022) 

Liking1 → Portion1  0.48 (0.000)  0.06 (0.426)  0.54 (0.000) 

Liking2 → Satiety1  -0.19 (0.066)  0.01 (0.882)  -0.18 (0.054) 

Satiation1 → Satiety1  0.53 (0.000)  0.00 (1.000)  0.53 (0.000) 

Satiation1 → Portion1  -0.02 (0.837)  0.20 (0.051)  0.17 (0.174) 

Satiation1 → Portion2  -0.27 (0.037)  -0.09 (0.334)  -0.36 (0.000) 

Satiety1 → Portion1  0.35 (0.022)  0.00 (1.000)  0.35 (0.022) 

The relations are eliminated when all direct, indirect and total effects are not significant (P-value ≥ 854 
0.05). For ease of interpretation, some relations with P-values close to significance are kept. 855 

1, 2 denote the first and second component. 856 

P-values (obtained by the bootstrap) of effects were stored in the parentheses. 857 

 858 
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Table 8. The SO-PLS-PM cumulative validated explained variances (Biscuit data). 860 

 Model 1 Model 2 Model 3 

Liking  0 (0)  0 (0)  7.1 (2) 

Satiation   9.5 (5)         0 (0) 

Satiety           0 (0) 

Each column is a model and each row is an input. 861 

The number of components per each block are given in the parentheses. 862 

 863 
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Table 9. The SO-PLS-PM direct, indirect and total effects (Biscuit data). 865 

Relations Direct Indirect Total 

Liking → Satiation  0 (2.53)       0 (2.53)     0 (0)   

Liking → Satiety  0 (2.22)       0 (2.22)        0 (0)   

Liking → Portion  7.14 (3.08)       0 (2.95)     7.14 (1.09)   

Satiation → Satiety  15.04 (2.98)       0 (0.84)    15.04 (2.87)   

Satiation → Portion  0 (2.13)    0.63 (2.34)     0.63 (1.38)   

Satiety → Portion  1.27 (1.27)       0 (1.80)     1.27 (1.53) 

Standard errors (obtained by the bootstrap) of the effects are given in the parentheses. 866 

  867 
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Figure Captions 868 

Fig. 1. Illustration of data organization in Menichelli, Hersleth, et al. (2014). 869 

Fig. 2. Path diagram for the satiety studies. 870 

Fig. 3. An example of PLS path model with LV1 as formative mode, LV2 and LV3 as 871 

reflective modes. 872 

Fig. 4. The splitting step in PLS path modelling.  873 

Fig. 5. The averaged ratings between products – Yoghurt data. 874 

The p-values showed the significant differences between products for Liking (<0.001), 875 

Satiation (<0.001), Satiety (<0.001) and Portion (<0.001). 876 

Product names are given in Table 1.    877 

Fig. 6. PLS-PM path diagram – Yoghurt data. 878 

The ‘blue’ lines represent the positive relations, the ‘red’ lines the negative relations 879 

and the thickness of the lines the strengths of the relations. The numerical values 880 

represent the path coefficients and their p-values obtained by the bootstrap.   881 

The dashed lines represent no relations between blocks.  882 

V and P represent the viscosity and particle-size dimensions, respectively. 883 

Fig. 7. SO-PLS-PM path diagram – Yoghurt data. 884 

The numerical values together with solid lines represent the significant direct effects. 885 

The dashed lines represent no relations between blocks. 886 

Fig. 8. PCP loading plots of input blocks (a), output blocks (b) of Model 2 – Yoghurt 887 

data. 888 

Fig. 9. The averaged ratings between products – Biscuit data. 889 

The p-values showed the significant differences between products for liking (<0.001), 890 

satiety (0.012), portion (0.017), but for satiation (0.607). 891 

Product names are given in Table 2. 892 

Fig. 10. PCA on double-centered data for liking (left); portion size (right) – Biscuit data. 893 

Product names are given in Table 2. 894 

Fig. 11. PLS-PM path diagram – Biscuit data. 895 
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The ‘blue’ lines represent the positive relations, the ‘red’ lines the negative relations 896 

and the thickness of the lines the strengths of the relations. The numerical values 897 

represent the path coefficients and their p-values obtained by the bootstrap. 898 

The dashed lines represent no relations between blocks.     899 

1 and 2 here denote the first and second component. 900 

Fig. 12. SO-PLS-PM path diagram – Biscuit data. 901 

The numerical values together with solid lines represent the significant direct effects. 902 

The dashed lines represent no relations between blocks. 903 

Fig. 13a. PCP loading plots for input and output data (Model 2) – Biscuit data. 904 

Fig. 13b. PCP loading plots for input and output data (Model 3) – Biscuit data. 905 
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Supplementary Figure Captions 907 

Fig. A1. PCA loading plots for liking (a); satiation (b); satiety (c); portion (d) – Yoghurt 908 

data. 909 

Fig. A2. RMSEP plots of Model 1 (a), Model 2 (b), Model 3 (c) – Yoghurt data. 910 

Fig. A3. PCP loading plots of Model 1 (a), Model 2 (b), Model 3 (c) – Yoghurt data. 911 

Fig. B1. PCA loading plots for satiation (a); satiety (b) – Biscuit data. 912 

Fig. B2. RMSEP plots of Model 1 (a), Model 2 (b), Model 3 (c) – Biscuit data. 913 
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