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Highlights 12 

- TDS and TCATA are compared by common and distinct components 13 

- Common components are identified by canonical correlation analysis 14 

- Distinct components are found after orthogonalization 15 
- Results indicate only subtle differences between the methods 16 

- TCATA give better discrimination of samples in all case studies 17 
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Abstract 19 

Temporal Dominance of Sensations (TDS) and Temporal Check-all-that-Apply (TCATA) from three 20 
different case studies are compared by means of canonical correlation analysis, orthogonalization and 21 
principal component analysis of the vertically unfolded data (which means that the matrices compared 22 
have samples*timepoints in the rows and attributes in the columns). The multivariate analyses 23 
decompose the datasets into common and distinct components. The results showed that the major part 24 
of the variation is common between the two methods for the cases investigated, but that there were 25 
subtle differences showing better discrimination for TCATA than TDS. TDS showed a more complex 26 
data structure and more unique variation. The unique variation in TDS is, however, difficult to interpret. 27 
The methods are more different towards the end of the mastication, this can be explained both by the 28 
difficulty of assessors to agree on the dominant attributes at the bolus stage for TDS, and that assessors 29 
may forget to unclick attributes in TCATA. This work builds on recent methodological studies on 30 
temporal methods that aim to better understand differences among methodologies and ultimately to 31 
identify what methods could be better for answering different objectives. 32 

  33 



4 
 

4 
 

1 Introduction 34 

Sensory perception is a dynamic process as the perceived sensory characteristics of products change 35 
during consumption due to several complex processes, such as chewing, breathing, salivation, tongue 36 
movements and swallowing (Lawless & Heymann, 2010). Methods for tracking changes in sensory 37 
perception over time have been used since the beginnings of sensory science (Holway & Hurvich, 1937; 38 
Sjostrom, 1954). The first methodological approach for temporal sensory measurement was time-39 
intensity, which aims at measuring the perceived intensity of a given attribute continuously over time 40 
(Lee & Pangborn, 1986). Although this methodology provides detailed information on the dynamics of 41 
sensory perception, it has several drawbacks that limit its application in many situations, including its 42 
time-consuming nature, differences in how assessors respond to the task, and dumping effects due to 43 
attribute restriction (Lawless & Heymann, 2010).  44 

To overcome these limitations, multi-attribute temporal methods that rely on the description of the 45 
sensory characteristics of products over time have been developed, including Temporal Dominance of 46 
Sensations (TDS) (Pineau, Cordelle & Schlich, 2003) and Temporal Check-all-that-apply (TCATA) 47 
(Castura, Antúnez, Giménez & Ares, 2016). In TDS, assessors evaluate the temporal sensory profile of 48 
products by identifying the dominant attribute at each moment of the evaluation (Pineau et al., 2009). 49 
Although no standard definition of the dominant attribute exists, most recent studies define dominance 50 
as the “ability of sensory attributes to catch assessors’ attention” (Di Monaco, Su, Masi & Cavella, 51 
2014). TDS focuses only on the dominant attribute, not other sensory characteristics that are 52 
simultaneously perceived while consuming a product. This could lead to a relevant loss of sensory 53 
information when dealing with complex products that require simultaneous evaluation of multiple 54 
sensory modalities (Ares & Jaeger, 2015). In TDS data, competitive effects of attributes and modalities 55 
may be linked to enhanced dumping or dithering (Varela et al., 2018).  To overcome these problems, 56 
variations of TDS have been proposed, such as TDS by modality (Agudelo, Varela, & Fiszman, 2015; 57 
Nguyen, Næs, & Varela, 2018) and dual TDS (Schlich, 2017). 58 

TCATA proposes a different type of multi-attribute temporal evaluation, in which assessors are 59 
asked to identify all the sensory characteristics that describe products at each moment of the evaluation 60 
(Castura et al., 2016). This methodology can be regarded as an extension of (static) check-all-that-apply 61 
(CATA) questions, which have become one of the most popular methods for sensory characterisation 62 
with consumers (Ares & Jaeger, 2015). In TCATA, assessors are allowed to select all the attributes that 63 
are perceived simultaneously during product consumption and are asked to uncheck sensory attributes 64 
when they are no longer applicable (Castura et al., 2016). A potential problem of TCATA lies in the 65 
complexity of the task of selecting and unselecting attributes during the evaluation period; a variant of 66 
the method, called TCATA Fading, attempts to simplify the task by having attributes return to an 67 
unselected state over a predetermined time period, which frees assessors from needing to deselect 68 
attributes manually (Ares et al., 2016). 69 

TDS and TCATA are conceptually different and, therefore, they are expected to differ in the 70 
information they provide about the dynamics of the sensory characteristics of products. Information on 71 
the similarities and differences between these methodologies can help practitioners to select the 72 
methodology that best suits for a particular application. TDS and TCATA have been compared in several 73 
studies which have shown that TCATA may give better discrimination or provide more detailed 74 
information about how the sensory characteristics of products evolve over time (Ares et al., 2015; 75 
Esmerino et al., 2017; Nguyen et al., 2018). In general, both TDS and TCATA identify the most relevant 76 
changes in the sensory characteristics of products during consumption. However, in previous studies 77 
TCATA has shown better discrimination between samples. In addition, significant differences among 78 
samples were found for a larger number of attributes in TCATA than in TDS (Ares et al., 2015). 79 
Typically, TCATA also gives longer periods of time with significant differences. 80 
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In studies comparing TDS and TCATA, data from the two methodologies have typically been 81 
analysed separately and comparisons have been done on the basis of the interpretation of the standard 82 
analyses, such as looking into significant differences, PCA trajectories, and TCATA or TDS curves. 83 
Recently (Nguyen et al., 2018) compared TDS, TCATA and TDS by modality using Canonical Variate 84 
Analysis (CVA) and MANOVA on time intervals as described in (Dinnella, Masi, Næs, & Monteleone, 85 
2013). They showed that TCATA was more discriminative and assessors were more in agreement, as 86 
compared to TDS and TDS by modality. 87 

In the present work, we approach the problem of comparing the TDS and TCATA by using 88 
multivariate methods to compare the data structures directly. Many different approaches to compare two 89 
or more datasets containing measurements on the same set of samples exist. For instance, Consensus 90 
PCA (e.g., see Westerhuis, Kourti, & MacGregor, 1998), Multiple Factor Analysis (MFA; Abdi, 91 
Williams, & Valentin, 2013; Escofier & Pagès, 1994) and Canonical Correlation Analysis (CCA; 92 
Hotelling, 1936; Mardia, Kent, & Bibby, 1979). In this work we are especially interested in finding 93 
common and distinct parts in the multivariate structures of TDS and TCATA and have used the method 94 
called PCA-GCA first described in Smilde et al. (2017). This method consists of doing data reduction 95 
of single blocks by PCA first, and then using canonical correlation analysis (CCA) to find common 96 
components. The method is described in more details in section 2.3.  97 

The aims of the present study are to compare TDS and TCATA using PCA-GCA in order to investigate 98 
whether the multivariate structures can give improved insight into differences observed for TDS and 99 
TCATA, and to introduce common and distinct component analyses as a tool for the sensory and 100 
consumer science field.  The concept of separating common and distinct components from multiple 101 
datasets for the same set of samples has received little attention in sensory and consumer science.  We 102 
expect that analysing data with respect to common and distinct components can bring a broader 103 
understanding of the relationships between interconnected data sets (e.g.  chemical, sensory and 104 
consumer data for the same set of samples), or for joint analysis of several types of consumer responses.   105 
The common and distinct analysis by PCA-GCA is used to compare TDS and TCATA evaluations 106 
performed by a trained panel on yoghurt, cheese and bread samples. The results for the yoghurt data 107 
were presented at Sensometrics 2018 (Montevideo, Uruguay) and are presented with other purposes in 108 
(Nguyen et al., 2018). The cheese data have not been published before, whereas the bread data example 109 
was discussed by Varela et al. (2018).  110 

2 Background 111 

2.1 Data structures investigated 112 

The data structures obtained from TDS and TCATA are similar in nature but with some obvious 113 
differences. In TDS (Pineau et al., 2003; Pineau et al., 2009) assessors are asked to select one attribute, 114 
the dominant one, from a list, at each moment. In TCATA (Castura et al., 2016), they are asked to select 115 
the attributes that apply to describe a focal product at each moment in time (also from a list) and can 116 
select several attributes that are applicable. For both methods, the data for each assessor can be 117 
represented as a series of 0’s and 1’s for each point in time, where 1 indicates selection and 0 indicates 118 
non-selection of an attribute. More precisely, with J pre-specified attributes the data for each assessor j 119 
and sample i can be represented as a matrix of 0’s and 1’s of dimension J*T where T represents the time 120 
points. For TDS, there will be only one 1 in each column since only one attribute can be dominant 121 
attribute at a given time, whereas for TCATA more than one of the attributes can have a value of 1. 122 

Combining all samples for one assessor gives a three-way data structure (of dimension N*J*T), 123 
whereas putting all assessors together provides a four-way data structure. In this paper we will focus 124 
on the aggregated data. More specifically, for each sample the dominance rates (TDS) and the citation 125 
rates (TCATA) were computed as the average for each attribute for each time point. This leads to a 126 
three-way data table of dominance/citation rates (samples*attribute*time).  Note that the sum of 127 
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TCATA attribute citation rates (for a product at each time point) can be higher than one since several 128 
attributes can be co-selected. Data were time standardized according to Lenfant et al (2009) using the 129 
R-package tempR (Castura, 2018). For multivariate analyses the three-way data is unfolded in such a 130 
way that the rows represent sample*time and columns represent attributes. These vertically unfolded 131 
matrices are mean centred prior to analyses. Data were also smoothed prior to the analyses.  132 

2.2 Time dependent similarity between TDS and TCATA 133 

The time-dependent similarity between the data arising from these two methods are investigated by 134 
computing the Pearson correlation and the Euclidean distances between the data vectors obtained for 135 
each time point. These vectors have one entry for each sample*attribute combination. Since the range 136 
of the data vectors from TDS and TCATA differ with a maximum of one for TDS and higher for 137 
TCATA, the vectors where scaled by dividing with the maximum value for each timepoint, as all 138 
timepoints include at least one zero for one or more attribute*sample combinations, this make sure that 139 
the data vectors from the different methods have the same range after scaling. To account for differences 140 
in the number of samples and attributes, distances were normalized by dividing by the square root of 141 
number of observations for each time point (number of samples x number of attributes). Plots of time 142 
versus distances and correlations were applied to investigate when in the evaluation period the methods 143 
are more or less similar. Similar patterns were identified for both the distance and correlation 144 
approaches, and the result section focuses on the distance approach. 145 

2.3 Analyzing multiblock data by common and distinct components 146 

In food science and related fields, it is becoming more usual to have several data sets describing the 147 
same set of samples. In the present paper, only two such sets (TDS and TCATA) are considered; whereas 148 
in other cases there may be more datasets to describe the products: the experimental design, descriptive 149 
sensory data and chemical data, or different consumer responses to the same products: liking, intake, 150 
emotions elicited and so forth. For researchers, it is of great value to better understand the relationships 151 
between different data sets related to the same set of samples. One approach for analyzing multiblock 152 
data sets, is to identify common and unique variation for each block. The idea behind this approach is 153 
that the observed data for each block can be decomposed into common and distinct components, each 154 
of which contribute to the observed variability. Conceptually, the common components describe 155 
variations arising from the same underlying phenomena, but that is manifested by different 156 
measurements (i.e. data blocks), whereas the distinct components are related to phenomena only “seen” 157 
by single data blocks. Smilde et al. (2017) discuss and compare methods for identifying common and 158 
distinct components in a common mathematical framework. The performance of the different methods 159 
is further discussed by Måge, Smilde, & Kloet (2018). In this work the method named PCA-GCA, which 160 
will be described below, was chosen for analyzing common and distinct components in TDS and 161 
TCATA data.  162 

2.3.1 Separating common and distinct components: PCA-GCA 163 

The overall procedure of PCA-GCA is illustrated in Figure 1. In the first step, each data block (here 164 
TDS and TCATA) is decomposed by PCA. Then canonical correlation analysis (CCA; Hotelling, 1936; 165 
Mardia et al., 1979) is applied to find the common components between the datasets. Next, the common 166 
information is removed by orthogonalization. Finally, PCA is applied on the remaining part to structure 167 
the remaining information labelled as unique. For the general case with more than two blocks, 168 
generalized canonical correlation analysis (GCA; Carroll, 1968; Kettenring, 1971) is applied instead of 169 
CCA. Since the methodology has been developed and named for the multiset-data case, it is here referred 170 
to as PCA-GCA although CCA is applied since we work with only two blocks (TDS and TCATA). 171 
Similar approaches have also been applied for regression with multiple blocks of independent variables 172 
(Måge, Mevik, & Næs, 2008; Måge, Menichelli, & Næs, 2012). 173 
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2.3.2 Canonical correlation analysis (CCA) 174 

Canonical correlation analysis can be defined as finding the linear combinations of X and Y with the 175 
maximum correlation. These linear combinations are called canonical variates and represent the 176 
common information in the two data sets. First the component with the largest correlation is found, after 177 
that new components are extracted using the same criterion under the restriction that the components 178 
are uncorrelated.  179 

In more detail, with two blocks X and Y, the canonical variates are computed as linear combinations of 180 
variables in X and Y such that the correlation between u=atX and v= btY is maximized. The next variate 181 
is obtained using the same criterion, but under the restriction of orthogonality. The central results of 182 
CCA are the canonical correlations, the canonical coefficients (a, b) (loadings), and the canonical 183 
variates (u, v) (scores). Bold letters indicate vectors.  184 

Like all other correlation-based methods, CCA is sensitive to noise and overfitting. When the number 185 
of variables exceeds the number of observations (or variables are highly multi-collinear), a data 186 
compression (using for instance PCA) is needed before the canonical variates are calculated to avoid 187 
overfitting. It should be emphasized that the loadings or the coefficients of the canonical variates are not 188 
orthogonal to each other as in PCA. 189 

2.3.3 Common and distinct components 190 

In PCA-GCA (Smilde et al., 2017) the canonical variates with large enough correlation and which 191 
explain a considerable part of the variation, represent the variation that is common between the two 192 
datasets and will in the following be referred to as the common components.  193 

The common variation can be removed from the data by orthogonalization with respect to the common 194 
components. The idea is that what is left after the common part is removed represents unique information 195 
for each data set (unique signal plus noise). The orthogonalization can be done in two different ways, 196 
either by orthogonalizing X and Y with respect to the common scores (CA), or with respect to the 197 
canonical variates for the respective blocks (UA and VA). The latter approach is more natural since the 198 
common scores are not in the space defined by X and Y (Langsrud, Jorgensen, Ofstad, & Næs, 2007) 199 
and is therefore applied here. This means that X is orthogonalized with respect to the canonical variates 200 
obtained from X, and that the same is done for Y. This means that with this method we identify two 201 
separate subspaces that are as similar as possible.  In the case of A common components, the parts of X 202 
and Y that are orthogonal to the common part, can be computed as 203 
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After orthogonalization, the distinct components are obtained by PCA on Xort and Yort. Differences 206 
between TDS and TCATA can then be investigated studying ordinary PCA plots for the unique parts, 207 
whereas the similarities are expressed as the common part, given by the canonical variates. Note that 208 
distinct components for one block are orthogonal to the common components of the same block, but not 209 
necessarily to common or distinct components from the other block.  210 

2.3.4 Interpreting and selecting the number of components 211 

Both common and distinct components can be interpreted and investigated by looking at scores and 212 
loadings plots in the same way as for PCA. The canonical scores (U and V) can be studied separately 213 
for each block, or as common scores estimated as the average of U and V for each component identified. 214 
Score plots for two components at a time can be obtained by plotting the scores in two-dimensional 215 
scatter plots. Each point represents one sample*time combination, and the line connecting the scores 216 
represent the time trajectory for how the samples evolve during the evaluation period. An alternative to 217 
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the two-dimensional score plots with trajectories is to fold the scores into a three-way structure (samples, 218 
component, and time), and then plot scores versus time for one component at a time.  219 

The common components can be interpreted by looking at scatter plots of the corresponding canonical 220 
coefficients a and b. For distinct components, interpretation can be done using scatter plots of scores 221 
and loadings from the PCA. Canonical coefficients for the common part will be investigated by 222 
correlation loading plots based on correlations between the original variables (for X and Y) and the 223 
corresponding canonical covariates (U and V). To enhance interpretation of the similarities and 224 
differences between TDS data and TCATA data, the correlation loadings for the common components 225 
are plotted together (see for instance Figure 6).  226 

The number of components to keep for the initial PCA of each block is not very crucial, as long as 227 
enough components are kept for further analysis. When more components are kept in PCA, the canonical 228 
correlations tend to be higher. This is natural since canonical correlation analysis only focuses on 229 
correlation and with more components there will be more variability to search from. In this paper we 230 
decided to focus on components which together explain 90% of the variation. This is large enough for 231 
capturing the majority of the variability and small enough to avoid bringing in too much of the noise. It 232 
is unlikely that the last 10% of the variability in this type of quite noisy data will contribute in any useful 233 
way to interpretation.  234 

A canonical variate with a reasonably large correlation, but with a small explained variance may be 235 
considered of little interest for interpretation. Therefore, as a general rule only components with both 236 
high canonical correlation and explained variance should be considered to be common components. 237 
Typically, one would want the required common components to explain at least 10% of the variance in 238 
the data and to have canonical correlations of at least 0.9. Since this study has an explorative character, 239 
other choices were also tested and commented on in the case studies below.  Although the terminology 240 
distinguishes between common and distinct components, it is important to emphasise that in practice it 241 
is impossible to find components describing only common or only unique variability. Therefore, this 242 
type of methodology should always be used as done here together with interpretations and testing of 243 
alternative choices of number of components.  244 

 In this work the main aim was to study differences between TDS and TCATA, therefore different 245 
combinations of common and unique components were investigated, and the number of components 246 
reported were selected to highlight differences between the methods.  247 

3 Material and methods 248 

3.1 Panel 249 

The sensory panel at Nofima has six years of experience of using temporal method as TDS and TI and 250 
one-year experience with TCATA, with a range of different food products including liquids, solids and 251 
semi-solids. The ten assessors were selected and trained according to recommendations in (ISO-8586, 252 
2012) and are regularly trained, tested and monitored for their performance. Tests were performed in a 253 
sensory laboratory designed according to guidelines in (ISO-8589, 1988) with separate booths and 254 
electronic registration of data, EyeQuestion Software (Logic8 BV, Netherlands). 255 

3.2 Case studies 256 

TDS and TCATA were performed by the trained panel on three different cases with the products 257 
yoghurt, cheese and bread. An overview of the samples for each of the cases studies are given in Table 258 
1.  259 

3.2.1 Yoghurt 260 

The data were taken from a previous study (Nguyen et al., 2018) and were presented at Sensometrics 261 
2018 (Montevideo, Uruguay). In the original study, eight yoghurt samples were made based on a 23 262 
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factorial design, with factors texture (thin-Thick), granola addition (flour-Flakes), and flavour (optimal-263 
low). Samples were evaluated by TDS, TDS by modality, and TCATA. In the present paper we use only 264 
the TDS and TCATA data. For more details of the study, refer to (Nguyen et al., 2018). The design and 265 
the labels used for the different products are shown in Table 1.  266 

Attributes used for both tests were Acidic, Bitter, Cloying, Dry, Gritty, Sandy, Sweet, Thick, Thin, and 267 
Vanilla (J=10). 268 

3.2.2 Cheese 269 

Six different cheese products were bought at a local store the day before analysis. The cheese products 270 
were cut into pieces measuring 1x1x2 cm and put into a 3-digit marked plastic container with a lid. 271 
Samples were served at room temperature. 272 

The attributes included in cheese temporal evaluation were Rubber, Grainy, Nutty, Juicy, Acidic, Sticky, 273 
Soft, Sweet, Salt and Umami (J=10).  274 

3.2.3 Bread 275 

Data were taken from a previous study where results were only discussed qualitatively (Varela et al., 276 
2018). Seven different bread products were bought and sliced early in the morning in a local store, put 277 
into plastic bags, and stored at room temperature. Immediately before each session, the bread samples 278 
were cut into circles with a diameter of 35 mm and put directly into a plastic container marked with a 3-279 
digit code and covered with a lid.  280 

The attributes included in bread temporal evaluation were Soft, Chew resistance, Coarse, Doughy, Juicy, 281 
Sweet, Acidic, Salt, and Bitter (J=9). 282 

3.3 Experimental procedure 283 

Attribute lists were developed in previous sessions for the purpose of (static) sensory quantitative 284 
descriptive analysis (denoted QDA). From those lists, the panel selected the attributes that were relevant 285 
for the temporal sensory description of the samples in a preliminary session in which they tasted two 286 
different samples selected by the panel leader. The assessors developed a list of attributes, including 287 
taste/flavour and texture, which was used both for TDS and TCATA tests. For each case study, two pre-288 
tests were run prior to the evaluations, as described below for each product category.  289 

In both tests, attributes were presented in a circular layout on the computer screen. Assessors were 290 
instructed to put the sample in their mouths and click the “Start” button simultaneously. Then, they 291 
performed the TDS or TCATA test as instructed. The evaluation ended when they clicked the “Stop” 292 
button at the time they were ready for swallowing. 293 

For both TDS and TCATA, samples were served following a balanced rotation order, fully randomized 294 
over assessor, product and replicate.  295 

For the formal assessment, for both TDS and TCATA, products were evaluated in three replicates for 296 
each assessor, with a compulsory 1-minute break between each sample and a 10-minute break between 297 
every four samples tasted.  298 

3.3.1 TDS 299 

For the TDS evaluation, the assessors were instructed to put the whole sample into the mouth (bread or 300 
cheese standardized piece, or a spoonful of yoghurt), and evaluate the most dominant attribute of the 301 
sample at each time until the time for swallowing. Dominance was defined as the sensation that caught 302 
their attention at a given time, not necessarily the most intense (ISO-13299(E), 2016). They were free 303 
to choose as dominant the same attribute for the same sample as often as they deemed necessary. 304 
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3.3.2 TCATA 305 

For the TCATA evaluation assessors were instructed to put the whole sample into the mouth (bread or 306 
cheese standardized piece, or a spoonful of yoghurt), and check and uncheck all the terms from the list 307 
that applied to describe the sensory profile of the sample at each time of the evaluation. They were free 308 
to choose the same attribute for the same sample as often as they deemed necessary. 309 

3.4 Data analyses 310 

Each data set was first standardized to 100 standardized time units. Next, attribute dominance rates 311 
(TDS) and attribute citation rates (TCATA) were computed and smoothed. Pre-processing steps were 312 
performed using the tempR package in R (Castura, 2018). 313 

The time-dependent correlation and distances between the methods were computed as described in 314 
section 2.2, before the common and distinct component analysis were performed in Matlab (Matlab, 315 
R2017b) using the toolbox PCAGCA which can be downloaded from 316 
(https://nofimamodeling.org/software-downloads-list). Readers not using Matlab can easily implement 317 
the procedure by combining canonical correlation analysis (CCA), principal component analysis (PCA) 318 
and orthogonalization (Equation 2).  319 

The number of common components were selected by looking at the canonical correlation and the 320 
explained variance. A general rule is that the canonical correlation should be high, and the canonical 321 
covariates should explain a substantial amount of variation (at least 10%) for common components to 322 
be of interest. As for all types of multivariate analysis, the model selection (number of components) is 323 
not always an easy task. The number of components is discussed separately for each of the case studies.  324 

Stability of solutions from multivariate analyses should in principle be validated. Typical candidates for 325 
this are cross-validation and the bootstrap, however, due to the low number of samples and assessors 326 
none of these techniques are really suitable here. Instead, solutions from different sets of replicates were 327 
compared. More specifically, PCA-GCA was applied for all possible combinations of replicate pairs 328 
from TDS and TCATA (nine different combinations). Note that stability of single replicates will be 329 
lower than averages, so results will always be on the very conservative side. 330 

To assess the stability of the components, for each data set the Tucker’s congruency coefficient 331 
(Lorenzo-Seva, & ten Berge, J, 2006) was computed between the estimated components for all pairwise 332 
comparisons for each of the case studies. For each case study, stability was assessed for two different 333 
sets of models. For all models PCA with six components was applied in the first step, then stability of 334 
common components was first investigated by extracting five common components. Next, stability for 335 
both common and distinct components for the models selected for each case was investigated. This gives 336 
insight into the identified distinct components for the selected models (the common components will be 337 
the same). For each set of models, the percentage of comparisons were the congruency coefficient 338 
exceeded 0.85 was computed for each component.  339 

4 Results and discussion 340 

For the yoghurt we refer to (Nguyen et al., 2018), for a detailed description of results obtained for TDS 341 
and TCATA. For the two other sets, overviews of results are presented in the appendices. Here we only 342 
focus on results from the common – distinct part analyses described in section 2.3.  343 

4.1 Overall comparison 344 

An overall comparison of the methods was performed by a visual comparison of PCA plots of the 345 
unfolded data from TDS and TCATA for each of the case studies. In general, the trajectories were 346 
similar and could be interpreted in the same way, but with some differences. In the PCA plots for the 347 
bread case study (Figure 2), the TDS trajectories are more entangled than the TCATA trajectories. In 348 
the beginning of the evaluation the samples were relatively well separated by both methods. For most 349 

https://nofimamodeling.org/software-downloads-list
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samples the TCATA trajectories remained separated throughout the evaluation, whereas for TDS the 350 
trajectories ended up in a bundle towards the end (Figure 2). The relative entanglement of TDS 351 
trajectories vis-à-vis the TCATA trajectories was most pronounced in the bread case study, but also 352 
observed in data from the other case studies (not shown). For the yoghurts and the cheeses, the two or 353 
three first components had similar overall patterns. These two datasets were also less complex than the 354 
bread study, as some samples were clearly separated from the others also along the first component. 355 
Moreover, a larger part of the variation was explained with fewer components for TCATA data than for 356 
TDS data (Figure 3). This will be discussed further for each case study below.  357 

PCA-GCA was also tested on raw data without smoothing (not shown). Since the raw data are much 358 
more complex, these analyses provided a larger number of components which were more difficult to 359 
interpret. With smoothing, a large part of the noise is removed, and the analysis can focus more on the 360 
information and real structure in the data. The overall impression of similarities and differences between 361 
the data arising from TDS and TCATA methods were similar for the unsmoothed data as for the 362 
smoothed data.  363 

4.2 Similarity over time 364 

Figure 4 shows normalized distances between the two data vectors obtained for each method (TDS, 365 
TCATA) when looking at single time points. For all three cases, the distance is smallest in the early 366 
phase (from t=0 to t=20), then increases between approximately t=20 and t=40. The increase is clearly 367 
slower for bread than the other two cases, whereas the distance between TDS and TCATA in early phase 368 
is higher for the yoghurt than the other datasets. The time-dependent correlations showed a similar 369 
pattern with a drop in correlations between t=20 and t=40 (not shown). 370 

The curves in Figure 4 indicate that TDS and TCATA provide very similar results in the early phase, 371 
which is not surprising as the PCA plots (Figure 2) indicated that samples are better separated in the 372 
early phase of the evaluation. A possible explanation for good early separation of samples is that textures 373 
in the bolus formation tend to be more similar between products within the same product category as 374 
compared to intact samples (Peyron et al., 2011). The point where TDS and TCATA start to become 375 
more different may be close to the point where the bolus starts to form. Bolus formation has a high inter-376 
individual variability (Panouille, Saint-Eve, Deleris, Le Bleis, & Souchon, 2014; Yven et al., 2012), 377 
which may be differently reflected in TDS and TCATA. TCATA has been shown to reflect a more 378 
complete sample description than TDS (Nguyen et al., 2018; Ares et al., 2015), so would be assumed to 379 
provide a more complete characterization of the dynamic transition from an intact product to a bolus. 380 
There may also be variations in when assessors add/remove applicable attributes in TCATA (Meyners 381 
& Castura, 2018).   382 

4.3 How many common components? 383 

In each of the case studies, the first six principal components (PCs) were used for input in the common-384 
distinct analysis based on canonical correlation analysis. These components accounted for at least 90% 385 
of the variance in the data (Figure 3a). Typically, more components were needed for TDS than TCATA 386 
to account for 90% of the variance (Figure 3a). We have, however, chosen to use the same number of 387 
components for both methods.  388 

The canonical correlation coefficients are shown in Figure 3a, whereas Figure 3b-d show the explained 389 
variance for PCA, and for the common components when computing up to five common components in 390 
each of the three examples. The datasets differ in how much of the variation was described by the 391 
common components. The common components explained almost as much of the variation as the PCA 392 
components, but with some differences between TDS and TCATA, and also between the different cases, 393 
which will be discussed below.  394 

Selecting the number of common components can be a difficult task. As the main focus here is to better 395 
understand the differences between TDS and TCATA, different combinations of common and distinct 396 
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components were investigated by looking at scores for pairs of components (trajectories) or as functions 397 
over time (see section 2.3.4). For some combinations it was observed that the distinct components had 398 
similar interpretations for both TDS and TCATA in some of the examples. For these cases, more 399 
components were selected as common although the canonical correlations were not that high. This 400 
strategy was selected since the main aim was to study differences between the two methodologies. This 401 
illustrates that the concept of common and distinct components is not black and white, such that 402 
components are often neither completely common, nor completely distinct, but something in between. 403 
The words common and distinct, are used to label the part of the variation (common or unique) they 404 
mostly describe.  405 

Below the three case studies are discussed separately. Since the focus of this work is to find out if there 406 
is unique information in either TDS or TCATA, we interpret more components than what is usually 407 
done for this type of data.  408 

4.4 Detailed description of the case studies 409 

Prescripts D- and A- are used to denote dominant (TDS) and applicable (TCATA) attributes, 410 
respectively; attributes mentioned without prescript are similar for both methods.  411 

4.4.1 Yoghurt 412 

The data from the yoghurt study are summarized in supplementary Figure A1.1. For more info and 413 
discussion on the results, please refer to (Nguyen et al., 2018). Figure 4a shows a steady decrease in the 414 
canonical correlation from one to five components, without a clear breaking point. The canonical 415 
correlations were the lowest among the three case studies.  416 

When looking at PCA results, the explained variance after three components was clearly higher for 417 
TCATA than TDS (Figure 3b). Common components 1-3 explained almost as much variation as for the 418 
separate PCA models, indicating little extra information in any of the datasets. For TCATA there was a 419 
clear breaking point after three components, fitting with three experimental factors, whereas for TDS no 420 
such break point existed. Due to this breaking point, we focused on a solution with three common 421 
components.  422 

Common components 423 
The three first common components gave similar trajectories as the separate PCAs which were discussed 424 
in (Nguyen et al., 2018) The scores for common component 1 (C1) and common component 3 (C3) are 425 
given in Figure 5a (TDS) and 5b (TCATA). For both methods, these components gave four classes of 426 
trajectories related to thickness of yoghurt (Thick-Thin) and the type of fiber added (Flour-Flakes). 427 
Samples were, however, better separated for TCATA than TDS, in particular with respect to low-optimal 428 
flavour in C3 for yoghurts with flour (right side of Figure 5 b). Common component 2 (C2) was related 429 
to the overall time development and did not separate the yoghurt samples for either of the methods.  430 

Figure 5c) shows the correlation loadings for C1 and C3 from TDS and TCATA data (see section 2.4). 431 
For both methods C1 was related to Sandy (positive side) and Gritty (negative side). C3 was related to 432 
Thin (positive direction) and Thick (negative direction). In general, the attributes from TDS and TCATA 433 
had similar positions. The largest differences were observed for Acidic and Vanilla which may explain 434 
the better separation with TCATA. The dominance rate of Vanilla was quite low in TDS and always 435 
below the significance level, whereas in TCATA samples with higher Vanilla intensity could be well 436 
differentiated from the low-flavour samples (Supplementary Figure A1.1). Also, for Sweet the 437 
dominance rate was low in TDS, although a difference between optimal and low flavour yoghurts can 438 
be seen during the 20 first time units. With TCATA on the other hand, citation frequency is higher for 439 
the optimal flavour yoghurts throughout the whole evaluation. In this case study, TCATA elucidated 440 
differences between optimal and low-flavour samples better than TDS. For more detailed info on the 441 
complete sensory profiles, please refer to (Nguyen et al., 2018).  442 



13 
 

13 
 

Distinct components 443 
The trajectories for C2 and distinct component 1 (D1) (after three common components were extracted) 444 
are shown for TDS and TCATA in Figure 6 a and b, respectively. The D1 from TCATA separated low-445 
optimal flavour, whereas for TDS this distinct component was difficult to interpret since the trajectories 446 
in this plot are completely intertwined. Figure 6c shows the correlation loadings for TCATA C2 and D1, 447 
where both Sweet and Vanilla loads on D1, with interpretation aligned with observations in the previous 448 
section regarding these two attributes. 449 

4.4.2 Cheese 450 

The data from the cheese study are summarized in Supplementary Fig. A1.2. There was a clear drop in 451 
the canonical correlation after two components which are close to 1 (Figure 3a). It is therefore natural 452 
to focus on two common components for this data set. Among the three case studies, the canonical 453 
correlations are highest for cheese for two first components, but lowest after five components.  454 

From Figure 3c it is evident that TCATA was better explained with fewer components than TDS. For 455 
TCATA, the amount of variation explained by the common components was almost the same as for the 456 
principal components, whereas there was some additional variability in TDS not explained by the 457 
common components.  458 

Common components 459 
TDS and TCATA trajectories for the two first common components (C1 and C2) were quite similar 460 
(Figure 7a and b). The C1 separated semi-hard firm cheeses (samples JA and KO) from the rest. The 461 
other cheeses were separated by C2 in the first half of the evaluation, then around the mid-point of the 462 
evaluation trajectories cross each other, and in the second half they are better separated by C1. The 463 
separation is slightly better with TCATA than TDS.  464 

Attributes loading on C1 were Nutty, Rubber, Grainy and Sweet (Figure 7c). These attributes were cited 465 
more frequently for JA and KO, but infrequently for the other cheeses (Supplementary Fig. A1.2). In 466 
addition, D-Juicy and D-Acidic loads on the positive side for the TDS data, whereas A-Salt for TCATA 467 
data is correlated with A-Umami on the negative side of C2 (Figure 7c). The C2 describes a contrast 468 
between Soft (start of evaluation) and Sticky/Umami (end of evaluation).  469 

Distinct components 470 
The differences between TDS and TCATA become more apparent when considering trajectories for C2 471 
and the first distinct components (D11 for TDS and D21 for TCATA) as shown in Figure 8a and b for 472 
TDS and TCATA respectively. Based on TDS data, the cheeses KO and JA show no dynamics related 473 
to these two components (trajectories are only in the middle of the plot and very short). For TCATA 474 
data on the other hand, the component D21 is clearly related to dynamical changes in these two cheeses, 475 
and trajectories for KO and JA are near vertical. The trajectories are generally better separated in Figure 476 
8b than a; although the D11 explains more of the variability in TDS (19.0%) than D21 does for TCATA 477 
(9.1%). The pair NR/GR was not well separated by any of the methods, not even when looking at later 478 
components.  479 

The distinct components D11 and D21 are both related to Sweet, Juicy and Acidic, however D-Juicy and 480 
D-Acidic also contribute to C2, hence these attributes are located differently in Figure 8c and d. With 481 
TDS, D-Soft loads on the negative direction of D11, whereas remaining attributes are in the centre of 482 
Figure 8c. With TCATA data the distinct component contrasts A-Nutty and A-Grainy (together with 483 
Sweet, Juicy and Acidic), and A-Rubber. The almost vertical trajectories for KO and JA in Figure 7b 484 
are related to temporal changes in these attributes.  485 

4.4.3 Bread 486 

The data from the bread study are summarized in Supplementary Fig. A1.3. Canonical correlations were 487 
high (>0.7) for up to five common components (Figure 3a), and there was no clear breaking point. 488 
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Comparing TDS and TCATA for the full evaluation period 489 
The explained variances for separate PCAs and the common components (Figure 3d) showed a different 490 
pattern than for the two previous cases. Both PCA explained higher variances (dotted lines, Figure 3d) 491 
than did the curves for the common components (solid lines, Figure 3d), in particular when looking at 492 
explained variance for two and three common components. Thus, there was additional variation in each 493 
of the data sets which could represent unique information. Distinct components were, however, difficult 494 
to identify as the so-called distinct components from TDS and TCATA could be interpreted in the same 495 
way, and hence did not represent unique information after all.  496 

There were, however, several indications that TDS and TCATA differed more in the later part of the 497 
evaluation period. In the trajectory plots from the separate PCA models (Figure 2), the TDS trajectories 498 
(Figure 2a) became intertwined around the mid-point, whereas the TCATA plot (Figure 2b) trajectories 499 
were better separated throughout the whole period. Also, when looking at the detailed profiles for the 500 
bread (Supplementary Fig. A1.3), Coarse, Softness and in a lesser extent Chew resistance seemed to 501 
drive the temporal perception in the beginning of the mastication (before t=50). Towards the end of the 502 
evaluation, when the samples had reached a bolus state, TDS becomes more variable. The complexity 503 
associated with choosing only one attribute, as well as individual differences in bolus formation (Yven 504 
et al., 2012) may explain why the two methods showed fewer common characteristics at this stage of 505 
the evaluation.  Another possible explanation is that assessors may forget to unselect attributes in 506 
TCATA (Ares et al., 2015; Meyners & Castura, 2018). 507 

To get better insight into whether TDS and TCATA provided different information about the bread 508 
samples, the analyses on common and distinct components were repeated for data after t=50, coinciding 509 
approximately with where the largest differences between methods were observed.  510 

Comparing TDS and TCATA for the second half of the evaluation period 511 
The canonical correlations for the reduced bread data (t>50) are shown in Figure 9, with a clear breaking 512 
point after three components. Explained variances for the three first common components were larger 513 
than 20% (33.7%, 22.5% and 25.2% for TDS; 34.8%, 25.4% and 21.3% for TCATA). Focus is therefore 514 
on a model with three common components. Again, interpretation is important when selecting the 515 
number of components and here the focus was on highlighting differences between the methods.  516 

Trajectories for the two first common components are shown in Figure 10a and b, with the corresponding 517 
correlation loadings in Figure 10c. Similar to the other examples, the trajectories were more entangled 518 
for TDS than TCATA. C1 was dominated by Bitter (negative side) and Juicy, Soft and Acidic (positive 519 
side). The C2 was related to texture attributes with Coarse (positive side), and Doughy and Salt (negative 520 
side). Attributes from TDS and TCATA were mostly located in the same area of the plot, but with some 521 
differences for Doughy, which for TDS was located more on the left side compared to TCATA.  522 

The trajectories for the two first distinct components are shown in Figure 11a and b for TDS and TCATA 523 
respectively. It is clear that the separation of samples was better for TCATA than TDS, although not all 524 
samples could be discriminated. For TCATA (Figure 11 c), D1 was related to Sweet and Salt, whereas 525 
D2, which only explained 7% of the variability, was related to Chew resistance.  526 

4.5 Discussion of all case studies 527 

The present work aimed at exploring the common and unique information provided by TDS and TCATA 528 
in order to provide insights to practitioners for selecting the methodology that bests suits for a particular 529 
application. There were quite large differences between the samples and therefore the common 530 
components were often related to single or pairs of samples. With such large differences between 531 
samples, the methods were highly similar with respect to explain variation and interpretation of the 532 
components. This agrees with previous research comparing TDS and TCATA reporting that the methods 533 
provide similar information about the main similarities and differences among samples, particularly 534 
when marked differences exist (Ares et al., 2015). More differences are expected for situations where 535 
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the samples have more subtle differences, for instance when working with small improvements on 536 
existing recipes in product development projects.  537 

For the full data sets in the bread study, the difference between explained variation by common 538 
components and PCA components on TDS and TCATA separately was larger than for the other 539 
examples (Figure 3d). Nevertheless, it was difficult to extract meaningful distinct components, which 540 
may indicate that for both methods there may be substantial noise in the data. When discarding data 541 
from the first part of the evaluation and focusing on the period where the sample has turned into a bolus, 542 
differences between the methods were clearer. In this part of mastication period the dominating attribute 543 
may be more difficult to identify by TDS. The competition between texture and flavour attributes during 544 
mastication (before bolus state) is perhaps larger in bread compared to the other examples as it is a solid 545 
and relatively dry product.  546 

The separation of common and distinct components when comparing TDS and TCATA provided some 547 
interesting results. First of all, the common components explained TCATA better than TDS; which also 548 
needed more components to explain the same amount of variation as for TCATA when analyzing the 549 
data separately by PCA. One of the reasons of the higher complexity of TDS is more “ups and downs” 550 
in the dominance curves compared to the citation rates of TCATA. The differences between the distinct 551 
components for these two methodologies can occur due to the greater sensitivity of the TCATA method, 552 
that TCATA assessors forget to unselect attributes, or that assessors in TDS have more uncertainty when 553 
selecting the dominant attribute (Varela et al., 2018). Each of these explanations are plausible, but the 554 
fact that the additional variation in TDS was difficult to interpret may indicate that assessor 555 
heterogeneity with respect to conceptualization of dominance is an important factor. The better 556 
discrimination ability with TCATA can be explained by a more structured variation, i.e. more variation 557 
explained by fewer components.   558 

Using the yoghurt data and hypothesis testing for the different attributes and time points Meyners (2018) 559 
concluded that the two methods are very different. One of the main conclusions was that TCATA 560 
generally gave smaller p-values than TDS, and significant differences occur more often. Moreover, the 561 
duration of significant differences lasted longer with TCATA than for TDS (Meyners, 2018). The results 562 
from the multivariate study conducted here, however, showed a large degree in similarity between the 563 
methods. It is important to emphasise that this does not necessarily mean a contradiction of the result by 564 
Meyners (2018), since both focus, hypotheses, type of results considered, and assumptions of TDS and 565 
TCATA methods are different. This paper compares in particular the multivariate structures in order to 566 
explore differences in overall discrimination of products. The approach of looking for common and 567 
distinct components by applying PCA-GCA shows that the main structures are indeed similar. The 568 
similarity in structures of multivariate data was also to be expected since several TDS and TCATA 569 
comparisons have concluded that the methods provide similar descriptions, but that the unique 570 
components of TCATA seem to discriminate samples better than for TDS. In our point of view, it is also 571 
natural that a method which measures whether an attribute is dominant detects significant differences 572 
less frequently than a method which measures whether the attribute characterizes the sample; more 573 
attributes characterize the sample than are dominant, and it is natural to expect that perceptual 574 
characterization will be more stable for dominance, and for longer durations.  575 

4.6 Stability of the common components  576 

PCA-GCA was performed for all combinations of the pairs of replicates as described in section 3.4. For 577 
all case studies the explained variance for common components and PCA was similar to the results for 578 
the complete data sets (not shown). When discussing stability of common components, we focus on 579 
results obtained for models with five common components (see section 3.4).  The stability of the distinct 580 
components was generally lower than for the common components, but this is to be expected as the 581 
explained variation of the distinct components are lower than for the common components. 582 
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Nevertheless, in the present comparisons of data from TDS and TCATA the differences between the 583 
methods became more evident in these components.   584 

Yoghurt 585 
The common components extracted from TCATA were more stable than for TDS according to Tucker’s 586 
congruency coefficient. The congruency coefficients for the two first common components exceeded 587 
0.85 in more than 50% of the comparisons for TDS and 70% for TCATA. The third component was 588 
considerably less stable. This could indicate that a model with only two common components would be 589 
most appropriate for this case study. However, for the model with only two common components the 590 
first distinct component had very similar interpretation for both TDS and TCATA, demonstrating that 591 
the transition from common to distinct variation often is gradual. When applying the model with three 592 
common components, the first distinct components (Figure 6c) highlighted better the differences 593 
between the methods. This shows that interpretation is important in model selection in exploratory 594 
analyses. Because of this interpretational aspect, the model with three common components was 595 
preferred for the yoghurt case, although the third common component was less stable than the two first.   596 

Cheese 597 
For the Cheese data, there was no clear differences between stability of common components from TDS 598 
and TCATA. The stability was high for the two first common components. In contrast to the Yoghurt 599 
case described above, no additional insight on differences between TDS and TCATA could be obtained 600 
by extracting additional common components. Hence, for this case the stability results confirmed the 601 
previous model selection.  602 

Bread 603 
For the Bread data the congruence coefficients indicated low stability of the components, reflecting a 604 
higher noise level and more variation between the replicates. However, Måge et al. (2019) demonstrated 605 
that PCA-GCA does not give false discoveries, i.e. extracting common components when there are none 606 
in the underlying model. Thus, the lack of consistency between replicates of bread evaluations may be 607 
related to a larger competition between texture and flavour attributes for bread than the other products 608 
as discussed above. Based on simulation studies Måge et al. (2019) reported that PCA-GCA performed 609 
well with respect to selecting the correct number of components. Problems could, however, occur for 610 
noisy data when common components dominate the blocks and there is little systematic distinct 611 
variation. This situation may be the case for the Bread data. The canonical correlations indicated a large 612 
number of common components, in particular when analysing data from complete evaluation period. 613 
Nevertheless, there was a gap in the explained variation between principal and common (canonical) 614 
components, which indicated unique variability for each data block. Distinct components were, 615 
however, more difficult to identify than for the other cases as the interpretation was the same for both 616 
blocks also when a large number of common components were extracted.  617 

4.7 Future challenges and implications 618 

In the present work, the temporal data were first compressed by PCA. Another alternative would have 619 
been to use correspondence analysis (CA) which has also been applied to study trajectories of temporal 620 
data (Castura et al. 2016). An anonymous reviewer suggested that the blocks of data can be analysed by 621 
CA, followed by decomposition into common and unique components via GCA. Such an approach could 622 
be considered a topic for further research.  623 

Varela et al. (2018) discussed competition between modalities rather than attributes in TDS; i.e. that 624 
assessors must choose one attribute at a time which can only belong to one modality (flavour vs. texture). 625 
Textural attributes will more likely be chosen when food physics dominates the oral processing 626 
(beginning of the mastication or formation of the bolus at the end). Flavour attributes on the other hand 627 
are more likely to be chosen during the middle of the oral processing, when saliva release and wetting 628 
of the sample dominate the process. It is therefore interesting to see that it is mostly flavour attributes 629 
which contribute to better separation with TCATA than TDS. Better separation of samples with TCATA 630 
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than TDS was in particular observed for yoghurt and bread, and in both these examples the distinct 631 
components were related to flavour attributes; Sweet and Vanilla for yoghurt (Figure 6c) and Sweet and 632 
Salt for bread (Figure 10c). In the cheese study both texture and flavour attributes differed for the distinct 633 
components (Figure 8c and d), however, there were some differences in how some of the flavour 634 
attributes loaded on the common components (Figure 7c).  635 

It is clear that difference between TDS and TCATA can vary during the evaluation period since the 636 
better sample separation observed for TCATA seems to be related to the second half of the evaluation 637 
period (this is when TDS trajectories tend to become more entangled). Further investigations should 638 
therefore to a larger extent focus more on different time intervals. Temporal data have been divided into 639 
intervals in for instance Dinnella et al. (2013) and by Nguyen et al. (2018). With similar strategies as 640 
those papers, the distinct-component analyses can be performed separately for each time interval. Such 641 
data analyses can be expected to shed more light on the relationship between textural and flavour 642 
attributes for different temporal methods and how these are perceived during the mastication process.  643 

5 Conclusions 644 

A trained panel analysed samples from three different product categories using TDS and TCATA. The 645 
data from the two methods were analysed using PCA-GCA which is a framework for extracting common 646 
and unique information, through sequential application of PCA, canonical correlation analysis and 647 
orthogonalization. This tool was useful for highlighting and visualising differences between TDS and 648 
TCATA although some difficulties in selecting model was experienced for the bread data. The stability 649 
of the solutions was investigating by comparing replicates. The results were sufficient for a proper 650 
interpretation. 651 

By use of PCA-GCA a large degree of similarity in the multivariate structure between data from TDS 652 
and TCATA was observed for all three product categories in the study. TCATA discriminated samples 653 
better than TDS both when looking at common components, and also when components which have the 654 
highest similarity between the methods (the common parts) were extracted. Differences in sample 655 
separation were mostly related to flavour attributes, this suggests that TCATA provides better separation 656 
than TDS because there is less competition between modalities than in TDS. The results support 657 
previous findings and suggest that the opportunity to select more attributes in TCATA provides more 658 
structured (less variable) data. The unique information in TDS shows more fluctuations in perception 659 
dynamics (wiggly curves). More research is needed to understand if the small fluctuations in TDS are 660 
relevant to consumer acceptance. Further comparisons of TDS and TCATA should focus on different 661 
parts of the mastication process, use samples with subtle differences or link the data to consumer 662 
acceptance data.   663 
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Tables 808 
Table 1: Overview of samples for each case study 809 

Case Product-Acronym Product-Description 

Yoghurt t-F-l Thin-flakes-low 

 T-F-l Thick-flakes-low 

 t-f-l Thin-flour-low 

 T-f-l Thick-flour-low 

 t-F-o Thin-flakes-optimal 

 T-F-o Thick-flakes-optimal 

 t-f-o Thin-flour-optimal 

 T-f-o Thick-flour-optimal 

   

Cheese CH Cheddar 

 GR Creamy 

 JA Semi hard, firm 

 N9 Semi hard, with holes 

 NR Semi hard, with holes, rich 

 KO Semi hard, firm 

   

Bread BEC Barley Extra Coarse 

 HCS Half Coarse Seeds 

 HC Half Coarse 

 WB White Bread 

 WWB Whole Wheat Bread 

 CB Coarse Bread 
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 814 

Figure 1: Overview of the procedure for analysing common and distinct components 815 
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Preprocessing

•Aggregation

•Unfolding
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• PCA

Common components

•CCA (canonical 
correlation analysis)

Distinct components
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Figure 2: PCA trajectories for the bread data 819 
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 823 

Figure 3: a) Canonical correlation coefficients for all three examples b-d) Explained variation for PCA and common/distinct 824 
components for TDS and TCATA. The dotted lines show the cumulative explained variance for the separate PCAs, whereas 825 
the solid lines show the cumulative explained variance for the five first common components, the sixth component is distinct. 826 
Circles are used for TDS whereas pluses are used for TCATA. Bars show the explained variance in the order as given in the 827 
legend for each subplot. a) yoghurt, b) bread d) cheese.   828 
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Figure 4: Distance between TDS and TCATA for each time point in the evaluation.  833 
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 838 

Figure 5: Yoghurt data, a) Trajectories for common component 1 and 3 for TDS, b). Trajectories for common component 1 839 
and 3 for TCATA. The labels in a and b mark the starting point of the evaluation. Sample acronyms: t-f = thin-flour, t-F = thin 840 
Flakes, T-f = Thick-flour, T-F = Thick Flakes. Dashed and solid lines represent optimal and low flavour, respectively. c) 841 
Correlation loadings for common component 1 and 3. TCATA attributes are marked with A-, whereas TDS attributes are 842 
marked with D-. When the angle between the same attributes exceeds 30° attribute labels are in italics. Attributes outside 843 
the inner circle which mark 50% explained variance, have larger fonts.  844 
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 848 

Figure 6: Yoghurt data a) Common 2 + 1 distinct TDS. b) Common 2 + 1 Distinct TCATA, Sample acronyms: t-f = thin-flour, t-F 849 
= thin Flakes, T-f = Thick-flour, T-F = Thick Flakes. c) Correlation loadings for common component 2 and the first distinct 850 
component of TCATA after extracting three common components. Attributes outside the inner circle which mark 50% 851 
explained variance, have larger fonts. 852 
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 856 

Figure 7: Cheese data a) Common components 1 and 2 for TDS, b) Common components 1 and 2 for TCATA, c) Correlation 857 
loadings for common component 1 and 2. A- marks attributes from TCATA, D- marks attributes from TDS. When labels are in 858 
italics, the angle between A-x and D-x exceeds 30°. Larger fonts are used for attributes which have a correlation of more 859 
than 0.5 to the components shown. Variable labels are moved manually for better readability. 860 
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Figure 8: Cheese data a) Common components 2 and distinct component 1 for TDS, b) ) Common components 2 and distinct 865 
component 1 for TCATA, c) Correlation loadings for common component 2 and distinct component 1, TDS d) Correlation 866 
loadings for common component 2 and distinct component 1, TCATA. A- marks attributes from TCATA, D- marks attributes 867 
from TDS. Larger fonts are used for attributes which have a correlation of more than 0.5 to the components shown.  868 
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Figure 9: Bread data, canonical correlations for timepoints after t = 50. 873 
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 878 

Figure 10: Bread data for timepoints after t = 50. A) Trajectories for common component 1 and 2, TDS, b) Trajectories for 879 
common component 1 and 2, TCATA, c) Correlation loadings for common component 1 and 2.  880 
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Figure 11: Bread data for timepoints after t = 50 a) Correlation loadings for distinct component 1 and 2 for TDS and TCATA b) 887 
Correlation loadings for distinct component 1 and distinct component 2 for TCATA c) Correlation loadings for distinct 888 
component 1 and 2 TCATA 889 
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Fig. A1.1 a) Yoghurt data, TDS curves. Colours represent the different texture variations as given by the legend (t = thin, T = 911 
Thick, F = Flour, f = flakes), solid curves are used for low flavour (l) and dashed curves are used for optimal flavour (o). 912 
Horizontal lines represent chance and significance level.  913 
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Fig. A1.1 b) Yoghurt data TCATA curves. Colours represent the different texture variations as given by the legend (t = thin, T 916 
= Thick, F = Flour, f = flakes), solid curves are used for low flavour (l)  and dashed curves are used for optimal flavour (o). 917 
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Fig. A1.2 a) Cheese data, TDS curves. Horizontal lines represent chance and significance level.  922 
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Fig. A1.2 b) Cheese TCATA curves 925 
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Fig. A1.3 a) Bread, TDS curves. Horizontal lines represent chance and significance level.  928 
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Fig. A1.3 b) Bread, TCATA curves  932 
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