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ABSTRACT

Milk infrared spectra are routinely used for phe-
notyping traits of interest through links developed 
between the traits and spectra. Predicted individual 
traits are then used in genetic analyses for estimated 
breeding value (EBV) or for phenotypic predictions 
using a single-trait mixed model; this approach is 
referred to as indirect prediction (IP). An alternative 
approach [direct prediction (DP)] is a direct genetic 
analysis of (a reduced dimension of) the spectra using 
a multitrait model to predict multivariate EBV of the 
spectral components and, ultimately, also to predict the 
univariate EBV or phenotype for the traits of interest. 
We simulated 3 traits under different genetic (low: 0.10 
to high: 0.90) and residual (zero to high: ±0.90) cor-
relation scenarios between the 3 traits and assumed the 
first trait is a linear combination of the other 2 traits. 
The aim was to compare the IP and DP approaches for 
predictions of EBV and phenotypes under the different 
correlation scenarios. We also evaluated relationships 
between performances of the 2 approaches and the ac-
curacy of calibration equations. Moreover, the effect 
of using different regression coefficients estimated from 
simulated phenotypes (βp), true breeding values (βg), 
and residuals (βr) on performance of the 2 approaches 
were evaluated. The simulated data contained 2,100 
parents (100 sires and 2,000 cows) and 8,000 offspring 
(4 offspring per cow). Of the 8,000 observations, 2,000 
were randomly selected and used to develop links 
between the first and the other 2 traits using partial 
least square (PLS) regression analysis. The different 
PLS regression coefficients, such as βp, βg, and βr, 
were used in subsequent predictions following the IP 
and DP approaches. We used BLUP analyses for the 
remaining 6,000 observations using the true (co)vari-
ance components that had been used for the simula-
tion. Accuracy of prediction (of EBV and phenotype) 

was calculated as a correlation between predicted and 
true values from the simulations. The results showed 
that accuracies of EBV prediction were higher in the 
DP than in the IP approach. The reverse was true for 
accuracy of phenotypic prediction when using βp but 
not when using βg and βr, where accuracy of phenotypic 
prediction in the DP was slightly higher than in the IP 
approach. Within the DP approach, accuracies of EBV 
when using βg were higher than when using βp only at 
the low genetic correlation scenario. However, we found 
no differences in EBV prediction accuracy between the 
βp and βg in the IP approach. Accuracy of the calibra-
tion models increased with an increase in genetic and 
residual correlations between the traits. Performance 
of both approaches increased with an increase in ac-
curacy of the calibration models. In conclusion, the DP 
approach is a good strategy for EBV prediction but 
not for phenotypic prediction, where the classical PLS 
regression-based equations or the IP approach provided 
better results.
Key words: indirect prediction, direct prediction, 
breeding value, phenotype

INTRODUCTION

Fourier transform mid-infrared (FT-MIR) spec-
trometry is a potential tool for collection of data at 
population level for phenotypic and genetic analyses 
of milk components (or other derived traits). An in-
dividual’s phenotype for a trait is predicted from the 
FT-MIR spectra. This prediction is dependent on avail-
ability of links between the trait of interest and milk 
spectra. The predicted trait and pedigree information 
and variance component estimates are used to calculate 
EBV and other random components included in the 
model based on a single-trait BLUP approach. Dag-
nachew et al. (2013b) referred to such an approach as 
indirect prediction (IP) because the multitrait spectral 
information is not directly used in EBV prediction pro-
cedures. Alternatively, genetic analyses can be applied 
directly on the milk spectral variables or on their fac-
tor scores (latent traits). The BLUP predictions of the 
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random components of the model (EBV, herd test day, 
permanent environment, and residual) for the traits of 
interest are then predicted as correlated traits to the 
corresponding random components of the spectra. Dag-
nachew et al. (2013b) referred to such an approach as 
direct prediction (DP). Given the strong correlations 
among milk FT-MIR spectral variables (Soyeurt et al., 
2010;Dagnachew et al., 2013a), direct genetic analyses 
on such correlated spectral variables may result in bet-
ter accuracy of genetic evaluations (Dagnachew et al., 
2013b).

The IP and DP approaches have been used to predict 
EBV for major milk contents (fat, protein, and lactose) 
in goats (Dagnachew et al., 2013b) and for traits related 
to fine milk compositions and technological properties 
of milk in cows (Bonfatti et al., 2017). Dagnachew et 
al. (2013b) showed that the DP approach performed 
better than the IP approach (i.e., relative genetic gain 
was improved by 3–5% in the DP compared with the IP 
approach) and also reported high rank correlation coef-
ficients (0.93 to 0.96) between EBV predicted using IP 
and DP. However, Bonfatti et al. (2017) reported rank 
correlations ranging from 0.07 to 0.96, but with <0.5 
rank correlations for most traits investigated in their 
study. Belay et al. (2017) adopted the 2 approaches to 
predict phenotype for BHB in blood from milk spectra 
and reported a slightly better phenotypic prediction by 
the IP than the DP approach.

Based on studies done so far, it is difficult to make a 
conclusive remark on whether the DP approach is better 
than the IP approach for EBV or phenotype prediction. 
Each of the studies cited in the preceding paragraph 
has their limitation. For example, independent chemical 
analyses (reference values) for the milk contents were 
not available in the study of Dagnachew et al. (2013b; 
i.e., the study used phenotypes predicted from the same 
spectra as reference values for both model calibration 
and evaluation). Possibly for the reason above, the co-
efficients of determination (R2) were very high (>0.96). 
Moreover, the accuracies of EBV were estimated based 
on coefficient matrices of the mixed model equations 
in Dagnachew et al. (2013b). In the study of Bonfatti 
et al. (2017), reference values measured independently 
of the spectra were used to develop prediction equa-
tions that had medium (0.35) to high (0.86) R2 values; 
however, it is difficult to distinguish the approaches 
that performed better based on that study because the 
IP and DP approaches were evaluated based on rank 
correlations. In an attempt to predict phenotypes with 
IP and DP (Belay et al., 2017), the R2 were low and 
data sets used for the model validation as well as for 
evaluation of the 2 approaches were small.

Furthermore, in the 3 studies, covariance components 
of the latent traits estimated by the DP approach were 

converted to variance components to be used in the IP 
approach using links (regression coefficients) estimated 
based on phenotypes (βp). Similarly, EBV of the latent 
traits were converted into single-trait EBV using phe-
notype based links. Utilization of a partial least square 
(PLS) regression coefficient estimated from phenotypes 
(i.e., βp to convert EBV of latent traits into EBV of 
trait of interest) does not seem appropriate; this might 
have an effect on the performance of the approaches. 
Parameters estimated at one level (e.g., at phenotypic 
level) were used at another level (e.g., at genetic level); 
therefore, the effect of using appropriate conversion 
parameters [e.g., estimated from true breeding values 
(βg)] to convert multitrait structures to single-trait 
structures on performances of the 2 approaches is un-
known and needs to be studied. Moreover, relationship 
between performance of the 2 approaches and accuracy 
of calibration models is unclear.

Therefore, objectives of our study were (1) to evaluate 
performance of the IP and DP approaches for predic-
tion of EBV and phenotype under different genetic and 
residual structures between traits; (2) to evaluate effect 
of using different PLS regression coefficients (e.g., βp, 
βg, and so on) for converting covariance components 
or EBV of latent traits into univariate structure on 
performance of the 2 approaches; and (3) to study the 
relationship between performance of the 2 approaches 
and accuracy of calibration models.

MATERIALS AND METHODS

Simulation

A simulation program written in R (R Core Team, 
2016) to make single- and multitrait data sets based on 
pedigree was used. The R codes used for the simulation 
can be found online (https://​github​.com/​soloboan/​
Multi​-trait​_simulations). A base population consisting 
of 100 sires and 2,000 cows with 3 traits under different 
genetic and residual correlation scenarios were simu-
lated. Subsequently, 2 generations of data were simu-
lated, with 2,100 parents (100 sires and 2,000 cows) in 
each generation. It was assumed that a cow would have 
4 offspring per generation, resulting in 8,000 offspring 
per generation, from which parents for the next genera-
tion were selected. Sex ratio of offspring was fixed at 
50%. Parents were randomly selected and the selected 
animals were randomly mated by random union of 
gametes leading to pseudo-overlapping generations as 
is mostly used in cattle breeding.

Variance components and the corresponding heri-
tabilities used for simulation of the 3 traits are given 
in Table 1, whereas the different genetic and residual 
correlation scenarios are presented in Table 2. The 

https://github.com/soloboan/Multi-trait_simulations
https://github.com/soloboan/Multi-trait_simulations
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first trait (hereafter referred to as the focal trait) was 
assumed to be milk protein content, and is a linear 
combination of the 2 other traits, which were assumed 
to be latent traits earlier derived from spectral vari-
ables. Mean, genetic variance, and heritability of the 
focal trait were taken from a previous study (T. K. 
Belay, unpublished data), whereas those of the other 2 
traits were based on estimates already reported (Belay 
et al., 2015). Residual variances for the 3 traits were 
calculated from the genetic variance and heritability 
of each trait. Twelve possible pairs of genetic (3 sce-
narios) and residual (4 scenarios) correlation scenarios 
were simulated. The genetic correlations between the 
3 traits were assumed to be either low (0.10 to 0.25), 
medium (0.50 to 0.70), or high (0.80 to 0.90) whereas 
the residual correlations were grouped as zero, low, me-
dium and high. Simulations were replicated 100 times 
for each scenario. The simulated data consisted of 
generation number, pedigree, sex, true breeding values 
(TBV), residuals, and true phenotype values (TPV) 
for each trait.

Multivariate Calibration Models

The link between the focal trait (milk protein con-
tent) and the other 2 traits were developed by PLS 
regression using the pls package (Mevik and Wehrens, 
2007) implemented in R (R Core Team, 2016). The 
PLS regression analyses were done on 2,000 observa-
tions randomly sampled without replacement from the 

8,000 offspring population in the second generation. 
The calibrations were done for each replication within 
a scenario and average values of calibration outputs 
reported. The PLS regression analysis was undertaken 
using phenotypes (TBV + errors), as well as the TBV 
and residuals of the focal trait as dependent variables. 
In these analyses, the 2 other traits were used as predic-
tor variables. The PLS regression coefficients (β) from 
phenotype [β-phenotypic (βp)], TBV [β-genetic (βg)], 
and error [β-residual (βr)] were used to convert mul-
tivariate structures into univariate in the subsequent 
predictions or calculations. Prediction of EBV and 
phenotypes were performed following the DP or IP ap-
proaches. The PLS R2 for phenotype (Rp

2), and TBV 
(Rg

2) were plotted against prediction accuracy of IP 
and DP approaches to evaluate relationship between 
accuracy of calibration model and the 2 approaches. 
Figure 1 shows a schematic representation of the 2 pre-
diction approaches.

Direct Prediction

In this approach, procedures were similar to those 
described in previous studies for prediction of EBV 
(Dagnachew et al., 2013b; Bonfatti et al., 2017) or 
phenotypes (Belay et al., 2017). In the current study, 
however, the steps for dimension reduction of spectral 
information into few latent variables and variance com-
ponent estimation for those latent variables were by-
passed. Trait 2 and 3 in our simulations were assumed 

Table 1. Overall means, genetic and residual variances, and heritabilities of the simulated traits1

Trait Mean Genetic variance Residual variance Heritability

Trait 1 3.450 0.027 0.044 0.377
Trait 2 −0.030 0.089 0.839 0.096
Trait 3 −0.050 0.158 0.686 0.187
1Except residual variance, all other parameters were estimates from previous studies (estimates for trait 1 that 
represent protein percent are from T. K. Belay, unpublished data), whereas estimates for the other 2 traits 
(trait 2 and 3) represent latent traits derived from milk spectra in Belay et al. (2015). Residual variance was 
calculated given the heritability and genetic variance of each trait.

Table 2. Scenarios for genetic and residual correlations between the 3 traits used in simulations

Item1

Scenario

Genetic

 

Residual

High Medium Low High Medium Low Zero

r12 0.80 0.50 0.25   −0.80 −0.50 −0.25 0
r13 0.90 0.70 0.10   0.90 0.70 0.10 0
r23 0.85 0.65 0.15   −0.85 −0.60 −0.15 0
1r12, r13, and r23 are correlations between traits 1 and 2, 1 and 3, and 2 and 3, respectively. Trait 1 is the fo-
cal trait (protein percent) and traits 2 and 3 are assumed to be latent traits after dimensionality reduction of 
spectra information.
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to be the latent variables obtained after dimensional 
reduction of spectral information. The genetic vari-
ances and heritabilities used in simulating trait 2 and 3 
were based on our previous study (Belay et al., 2015). 
The BLUP estimates (e.g., EBV) for trait 2 and 3 
were obtained by fitting bivariate animal models using 
Wombat (Meyer, 2007). True (co)variance components 
were used to predict EBV and other model components 

including predicted values for trait 2 and 3. The model 
in matrix notation was 

	 t = Xb + Za + e,	

where t is a vector of simulated phenotypes of trait 
2 and 3; b is a mean (fixed effect); a is a vector of 
random additive genetic effects; e is a vector of random 

Figure 1. Schematic representation of the indirect (IP) and direct (DP) prediction approaches. For the IP method, phenotype for focal trait 
was predicted PPLS�( ) from traits 2 and 3 using regression coefficient (βp) estimated from true phenotype values (TPV). A BLUP was then ap-
plied to this predicted trait using the true genetic and residual covariance of traits 2 and 3 after converting into respective variances through βp 
or βg [regression coefficient from true breeding values (TBV)] for EBV EBV IP�( ) and phenotypic PNEIP�( ) prediction. The PNEIP�  obtained di-

rectly from BLUP do not contain residual effects (ê) whose addition to the PNEIP�  resulted in phenotype that contained error PWEIP�( ). For the 
DP method, traits 2 and 3 were analyzed multivariately with a genetic model before predicted model components [such as genetic â( ) and re-
sidual êt( ) and phenotype T̂( ) predicted for trait 2 and 3] are combined through the βp or βg to eventually predict phenotype PNEDP�( ) and EBVDP 
of focal trait. Residual part of predicted traits 2 and 3 (êt) was converted into single-trait residual (ê) through the βr (regression coefficient es-
timated from the residual part of simulated phenotypes) and the ê added to the PNEDP�  to obtain predicted phenotype that contained residual 
effects PWEDP�( ).
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residual effects; X is a column of ones and Z is a design 
matrix that relates records to the corresponding effects.

The following (co)variance structure for trait 2 and 
3 was assumed:

	 var ,
a
e
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where G is genetic (co)variance matrix for trait 2 and 
3, and R is the residual (co)variance matrix. All (co)
variance matrices were 2 × 2. I and A are identity 
and additive relationship matrices, respectively, and ⊗ 
is the Kronecker product.

EBV of Focal Trait from EBV of Trait 2 and 
3. The predicted EBV (â2×2) of trait 2 and 3 were di-
rectly transformed into EBV of focal trait EBVDP�( ) 
through either βp or βg (i.e., EBV aDP i

� � �= × ×( )2 2 2 1β , where 
i = βp or i = βg).

Phenotypes for Focal Trait from Predicted 
Trait 2 and 3. In addition to prediction of the random 
effects (â2×2 and ên×2), predicted phenotypes for trait 2 
and 3 Tn

�
×( )2  were also computed in the BLUP analysis. 

Predicted phenotypes not adding the residual term 
(ên×2) for the focal trait PNEDP�( ) were computed from 

the predicted phenotypes of trait 2 and 3 Tn
�
×( )2 . The 

Tn
�
×2 were converted into predicted focal trait PNEDP�( ) 

either through βp or βg. Mathematically 
PNEDP i
� � �= × ×( )Tn 2 2 1β , where i is as defined above and n 
is number of observations. This predicted focal trait 
PNEDP�  did not contain residual effects (ên×2). Alterna-
tively, the residual effects (ên×2) were transformed into 
univariate form through βr and then added to the 
PNEDP�  to obtain phenotypes that contained residual 
effects PWEDP�( ). Mathematically 

PWE eDP i
� � � � �= +× ×( ) × ×( )Tn n r2 2 1 2 2 1β β .

Indirect Prediction

In this approach, the focal trait was predicted from 
the other 2 simulated traits by classical PLS regression 
using the βp estimated above P TPVPLS� �=( )× ×( )n p2 2 1β , 

and then genetic analysis (BLUP) was conducted on 
the predicted phenotypes PPLS�( ). The true (co)variance 

components (those used in the simulation) of the 2 
other traits were converted into variance components 
through βp or βg σa i i

2
1 2 2 2 2 1= ′( ×( ) × ×( )β β� �G  and 

σe i i
2

1 2 2 2 2 1= ′ )×( ) × ×( )β β� �R , where i is as defined above, σa
2 is 

additive genetic variance, and σe
2 is residual variance. 

These variance components were then used in single-
trait BLUP analysis. The same animal models as in the 
DP were fitted, but with a single trait. In this case, we 
assumed var ,a a( ) = Aσ2  and var .e e( ) = Iσ2

Predicted focal trait without residual effects PNEIP�( ) 
and EBV EBV IP�( ) and solutions for random residuals 

(ê) were directly obtained from the BLUP analysis. 
The BLUP analysis of PLS-predicted traits PPLS�( ) for 

prediction of itself (the same phenotype) may be super-
fluous, but was done to conform to the phenotype pre-
dicted in the DP PNEDP�( ). Similar to the DP, the re-

sidual effects (ê) from BLUP were added to the PNEIP�  
to obtain a phenotype that contained error 
i.e., PWE PNE eIP DP� � �= +( ). Thus, in addition to the 

PPLS� , we got 2 vectors of the predicted focal trait under 
the IP approach, PNEIP�  and PWEIP� .

Evaluation of the IP and DP Approaches

Performance of the 2 approaches were evaluated 
based on accuracy of EBV or phenotype prediction. 
Accuracy of EBV prediction was defined as the correla-
tion between TBV and EBV. Pearson correlation coef-
ficients between DP predicted EBV and TBV of the 
focal trait were computed and compared with correla-
tion between the IP-predicted EBV and TBV. In a 
similar manner, accuracy of phenotypic prediction was 
defined as the correlation between predicted pheno-
types and simulated phenotypes. The predicted pheno-
types, such as PNEDP�  and PWEDP�  from the DP ap-
proach, PNEIP�  and PWEIP�  from the IP approach, and 
PPLS�  from classical PLS, are different predictions of the 
same trait (e.g., milk protein content).

RESULTS AND DISCUSSION

Accuracy of EBV Prediction Under the DP  
and IP Approaches

Accuracy of EBV prediction for sires as well as for 
all animals with records were computed. However, only 
sire evaluations are presented here because the trends 
for the IP and DP approaches were similar. Accuracy 
of sire EBV predicted using the DP and IP approaches 
are presented in Table 3. In the DP approach, EBV of 
trait 2 and 3 were converted into EBV of the focal trait 
(milk protein content) using PLS regression coefficients 
estimated based on TBV (βg) or TPV (βp). In the IP 



Journal of Dairy Science Vol. 101 No. 7, 2018

DIRECT AND INDIRECT PREDICTION APPROACHES 6179

approach, the covariance components of trait 2 and 3 
were converted into variance of the focal trait using the 
βg or βp. Those variances were used in univariate BLUP 
analyses for EBV or phenotype prediction. In both DP 
and IP approaches, the accuracy of sire EBV predic-
tions were significantly (P = 0.0) increased as the ge-
netic correlations between all the traits were increased 
regardless of residual correlations. At a given genetic 
correlation scenario, EBV accuracy also (significantly, 
P < 0.05) increased with an increase in residual correla-
tion, except at low genetic correlation scenarios where 
no clear trend was observed. Increases in residual cor-
relations should not increase accuracy of EBV except 
that residual correlations between traits could lead to 
artificial resemblance between EBV because the pheno-
types are correlated.

In all possible combinations of genetic and residual 
correlation scenarios, regardless of the types of β used, 
accuracies of EBV prediction using the DP approach 
were significantly (P < 0.01) higher than the corre-
sponding predictions in the IP approach. The exception 
was at zero residual correlations, where we found no 
significant (P > 0.05) difference in accuracy between 
the 2 approaches (Table 3). In agreement with the 
current study, Dagnachew et al. (2013b) reported a 
reduction in prediction error variance (and hence an 
increase in accuracy) using the DP approach instead 
of the IP approach. We also evaluated performance of 
the 2 approaches when little to no correlation between 
trait 2 and 3 was observed, but with varying correla-
tions between the focal trait and the other 2 traits, 
and found similar EBV accuracy prediction in both IP 
and DP approaches (results not shown). This indicates 
some correlations should be present between the other 
2 traits, in addition to the correlations to the focal trait 

for the DP performing better than the IP approach. 
This is because the DP approach uses the covariance 
structure between the other 2 traits to predict EBV for 
the focal trait. If no covariance exists between the other 
2 traits, no mathematical explanation exists to expect 
better performance for the DP than the IP approach. 
Therefore, for better EBV accuracy prediction in the 
DP approach, existence of correlations between focal 
trait and the other 2 traits as well as between the other 
2 traits are a prerequisite.

Comparison between the effects of using βp and βg on 
accuracy of EBV were made within each approach. In 
the DP approach, we found significantly (P = 0) higher 
accuracy of EBV when using βg rather than βp only in 
the low genetic correlation scenario. The exception was 
in the low genetic-zero residual correlation scenario, 
where we noted no significant difference in EBV accu-
racy between using βp and βg. This suggested that if the 
genetic correlations between the 3 traits are low, an 
appropriate regression coefficient (e.g., βg) should be 
used for better EBV accuracy in the DP approach. 
However, we observed no significant (P > 0.05) differ-
ence in EBV accuracy between using the βp and βg in 
the IP approach; this is interesting, as the IP approach 
is the commonly used method in genetic analyses of 
traits predicted from milk FT-MIR spectra. It might be 
difficult to estimate βg from real data, so that it is a 
challenge. In a real data setting, an estimate of the ge-
netic regression coefficient β�g( ) can be obtained through 

a series of steps. First, we need to estimate variance 
components and predict breeding values for the other 2 
traits (or for each of the spectra variables). This can be 
done individually for each spectral wavenumber by fit-
ting single-trait animal model (Bittante and Cecchina-

Table 3. Mean accuracy1 (SE) of predicted breeding values of sires using the direct (DP) and indirect (IP) prediction approaches under different 
genetic and residual correlation scenarios using regression coefficients estimated based on true breeding values (βg) and true phenotype (βp)

Genetic correlation   Residual correlation

DP

 

IP

βp βg βp βg

Low   Zero 0.179 (0.123) 0.199 (0.115)   0.182 (0.125) 0.182 (0.125)
    Low 0.099 (0.105) 0.236 (0.108)   0.117 (0.105) 0.117 (0.105)
    Medium 0.118 (0.110) 0.233 (0.101)   0.074 (0.111) 0.073 (0.112)
    High 0.100 (0.103) 0.227 (0.096)   0.040 (0.106) 0.040 (0.106)
Medium   Zero 0.607 (0.072) 0.612 (0.070)   0.608 (0.072) 0.608 (0.072)
    Low 0.596 (0.077) 0.617 (0.074)   0.528 (0.089) 0.528 (0.088)
    Medium 0.650 (0.057) 0.650 (0.057)   0.619 (0.061) 0.619 (0.061)
    High 0.665 (0.064) 0.666 (0.064)   0.618 (0.070) 0.617 (0.070)
High   Zero 0.796 (0.035) 0.798 (0.035)   0.796 (0.035) 0.796 (0.035)
    Low 0.809 (0.036) 0.811 (0.035)   0.759 (0.049) 0.758 (0.049)
    Medium 0.846 (0.029) 0.846 (0.029)   0.813 (0.033) 0.813 (0.033)
    High 0.855 (0.033) 0.855 (0.033)   0.810 (0.041) 0.810 (0.041)
1Accuracy was defined as a correlation between predicted EBV and simulated true breeding values (TBV). Average of 100 replicates per scenario 
is reported and the SE were calculated as the SD of the 100 accuracies for each scenario.
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to, 2013;Wang et al., 2016) or for latent traits that de-
rived from spectra via multitrait genetic analysis and 
then back-transforming EBV of the latent traits to 
spectral scale (Soyeurt et al., 2010; Dagnachew et al., 
2013b;Bonfatti et al., 2017). Genetic regression coeffi-
cient can then be computed by regressing the pheno-
type of the focal trait on EBV of each spectral variables 
or latent traits (see Appendix for detailed description). 
The β�g estimated from real data would approximate the 
βg, and performances of the IP and DP approaches 
under β�g are expected to be in line with their perfor-
mances under βg. However, this dependents on how 
accurately β�g will be estimated (i.e., how β�g is a best 
estimator of βg).

In the current study, which depended on simulated 
data, and a previous study, which used real data (Dag-
nachew et al., 2013b), the DP approach improved accu-
racy of EBV prediction. In the DP approach, EBV are 
predicted once for latent variables derived from spectra 
and later combined into EBV of focal traits without 
needing to first predict phenotypes for the focal traits 
from milk spectra. This is particularly important when 
FT-MIR calibration equations are available for a high 
number of traits (Bonfatti et al., 2017). Such use of 
the DP approach for spectra may be possible when the 
spectral dimension is reduced by principal component 
analysis (PCA) and not as feasible with PLS. This is 
because parameter estimates for the latent variables 
from PCA are population parameters that characterize 
any information available in the milk spectra. This is 
not the case, for example, for factor scores from the 
PLS regression, as they mainly contain information 
related to the particular trait used in the calibration. 
However, the retained latent variables from PCA might 
not contain all information about the focal trait (Soy-
eurt et al., 2010; Dagnachew et al., 2013b; Bonfatti et 
al., 2017).

Relationships Between Accuracy of EBV Prediction 
and Calibration Equations

Coefficient of determinations in calibration models 
estimated from simulated phenotypes (Rp

2) ranged 
from 0.004 (for low genetic and low residual correlation 
scenario) to 0.787 (for high genetic and high residual 
correlation scenario). The Rp

2 increased with the in-
crease in either genetic or residual or both correlations 
(e.g., Figure 2). The corresponding estimates from true 
breeding values (Rg

2) ranged from 0.070 (for low genet-
ic correlation) to 0.814 (for high genetic correlation). 
The Rg

2 increased with increase in genetic correlations, 
but did not change as residual correlations increased 

(e.g., Figure 3). At most of the correlation scenarios 
considered, estimates for the Rg

2 were higher than the 
corresponding values for the Rp

2.
The relationships between performance of the IP 

and DP approaches in predicting individual EBV 
and predictive ability of calibration models (R2) are 
depicted in Figure 2 for βp and Rp

2 and in Figure 3 for 
βg and Rg

2. When using the βp, prediction accuracy of 
the IP and DP approaches increased with increase in 
predictive ability of the calibration models (Rp

2). The 
exception was at low genetic correlation (with zero to 
high residual correlation scenarios), where EBV ac-
curacy generally decreased as the Rp

2 increased. This 
indicated that improvement in residual structure for 
lowly genetically correlated traits has no contribution 
in improving their EBV prediction accuracy. In other 
words, calibration models with higher R2 do not neces-
sarily result in better EBV prediction accuracies when 
genetic correlations between traits are low. What really 
matters for better accuracy of EBV prediction is the 
genetic correlation compared with residual correlation. 
For example, at zero (Figure 2a) or low (Figure 2b) 
residual structure, Rp

2 of the calibration models slightly 
increased with an increase in genetic correlations (low 
to high), but EBV accuracy greatly improved compared 
with the Rp

2. At high residual correlation (Figure 2d) 
as well as at low residual correlation (Figure 2b) with 
medium to high genetic correlation scenarios, the dif-
ference in prediction accuracy between the IP and DP 
approaches were more visible (P < 0.05) than at either 
zero (Figure 2a) or medium (Figure 2c) residual cor-
relations. This was clearer for EBV of all animals with 
records than for EBV of sires; that is, as the predictive 
ability of the calibration models increased, the differ-
ence in prediction accuracy between the IP and DP 
approaches became more apparent (results not shown).

Similar to when using the βp, EBV prediction ac-
curacy of the IP and DP approaches in using the βg 
increased with increase in predictive ability (Rg

2) of the 
calibration equations (Figure 3). As expected, the re-
sidual structure (Figure 3a–d) in this case had no effect 
on predictive ability of the calibration models but on 
accuracy of EBV prediction, as the predicted EBV was 
derived from a phenotype that contained both residual 
and genetic information. Increases in genetic correla-
tions between traits increased both accuracy of the 2 
approaches (IP and DP) and predictive ability of the 
calibration models regardless of the residual structures. 
Except at zero residual correlation (Figure 3a), the 
difference in performance of the 2 approaches became 
visible (P < 0.05) as the residual correlations increased 
(Figure 3b–d), especially at low genetic scenarios. 
However, such clear differences were not observed when 
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using βp (Figure 2), indicating that performance of the 
DP approach is sensitive to the type of PLS regression 
coefficients used.

The significantly (P = 0) better performance of DP 
when using βg, especially at low genetic correlation 
might be due to the simultaneous increase in genetic 
correlations between the focal trait and the other 2 
traits (trait 2 and 3) as well as between trait 2 and 3. 
As the genetic correlation between the traits increases, 
their information content becomes similar (i.e., one 
trait provides more information about the other traits); 
hence, simultaneous analysis of such traits would be 
slightly different from analyzing them separately. The 
significantly (P = 0) better performance of DP in us-
ing βg at low genetic correlation scenario might also be 
related to predictive ability of calibration models from 
which βg was estimated. At low genetic correlation, 
predictive ability of calibration models was low (<0.10) 
and βg captures little information about the intended 
trait. Hence, EBV of trait 2 and 3 were predicted more 

accurately due to utilization of covariance between 
them (DP). However, the corresponding EBV predic-
tion in IP was relatively inaccurate, as the phenotypes 
from which the EBV were derived were poorly pre-
dicted through a βg that contained little information. 
At high predictive ability of calibration models, the 
IP approach gives accurate prediction and not much 
gain from the DP that uses little extra information not 
used by the IP approach, resulting in small difference 
in performance between the approaches. That means 
performance of the IP approach is approaching that of 
the DP approach as accuracy of the calibration models 
increased.

In our previous study, we suggested that predictive 
ability of calibration model could affect performance of 
the 2 approaches. The suggestion was made based on 
the work of Dagnachew et al. (2013b), where high R2 
was associated with better performance in DP than in 
IP, and Belay et al. (2017), where low R2 was associated 
with inferior performance in the DP compared with the 

Figure 2. Determination coefficients of calibration models estimated based on phenotype and mean EBV accuracy of sire predicted using 
the direct (DP) and indirect (IP) prediction approaches. The mean EBV accuracy was predicted under low (LG), medium (MG), and high 
(HG) genetic correlations with zero (a), low (b), medium (c), and high (d) residual correlation scenarios. The regression coefficient was used to 
convert covariance components of traits 2 and 3 into variance components in IP or EBV of traits 2 and 3 into EBV of the focal trait in DP. The 
error bars represent the SE of prediction.
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IP approach. In the study of Dagnachew et al. (2013b), 
accuracies of EBV prediction were estimated based on 
prediction error variance, but Belay et al. (2017) esti-
mates were based on correlation between observed and 
predicted phenotype. However, Bonfatti et al. (2017) 
reported absence of relationships between rank correla-
tions (between EBV obtained by the IP and the DP ap-
proach) and predictive ability of calibration equations. 
In the current study, we have shown that performance 
of the 2 approaches increased with an increase in the 
predictive ability of calibration models, but it is not 
necessary to have calibration equation with high R2 for 
the DP approach to perform better the IP approach 
for EBV prediction. This might not be the case for 
phenotypic prediction (details in next sections).

Accuracy of Phenotypic Prediction 
PNE  and PNEIP DP� �( )

Similar to accuracies of EBV, accuracies of predicted 
phenotypes generally increased with an increase in cor-

relations (genetic and residual) between the focal trait 
and the other 2 traits. However, no clear trend was 
observed for DP compared with IP performance when 
the residual correlation increased for the low genetic 
scenario when using βg (Table 4). When using βp, ac-
curacy of predicted phenotypes in IP approach were 
higher (or significantly (P < 0.001) higher at low to 
high genetic correlations with medium or high residual 
correlation scenarios) than the corresponding estimates 
in the DP approach. This is in agreement with our pre-
vious study (Belay et al., 2017), where slightly better 
prediction of blood BHB was found in the IP than in 
the DP approach; however, it is in contrast with EBV 
accuracy observed in the current (Table 3 or Figures 2 
and 3) and previous (Dagnachew et al., 2013b) stud-
ies. When using βg, accuracies of predicted phenotypes 
in the IP approach were also significantly (P < 0.05) 
higher than the corresponding estimates in the DP ap-
proach. The exception was at zero residual correlation 
with low to high genetic correlation scenarios, where we 
found no significant (P > 0.05) difference between the 
DP and IP approaches. For the DP approach, we noted 

Figure 3. Determination coefficients of calibration models estimated based on true breeding values (TBV) and mean EBV accuracy of sire 
predicted using the direct (DP) and indirect (IP) prediction approaches. The mean EBV accuracy was predicted under low (LG), medium (MG), 
and high (HG) genetic correlations with zero (a), low (b), medium (c), and high (d) residual correlation scenarios. The regression coefficient 
from TBV was used to convert covariance components of traits 2 and 3 into variance components in IP or EBV of traits 2 and 3 into EBV of 
the intended trait in DP. The error bars represent the SE of prediction.
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no significant (P > 0.05) difference in performance be-
tween using βg and βp, except at low genetic correlation 
with medium or high residual correlation scenarios, 
where using βp resulted in significantly (P = 0) higher 
accuracies (Table 4). In the IP approach, accuracies 
of predicted phenotypes were generally slightly higher, 
but significant (P < 0.01) only at low or medium ge-
netic correlations with high residual correlation when 
using βg than when using βp. This is contrary to the 
EBV accuracy comparison made between using the βg 
and βp within either the DP or IP approach. Similarly, 
at low genetic correlation, accuracy of phenotypic pre-
diction was significantly (P = 0) higher when using βp 
in DP (Table 4), but accuracy of EBV prediction was 
significantly (P = 0) higher in using the βg in the DP 
approach (Table 3).

Accuracy of PNE  and PNEIP DP� �  Versus Accuracy 
of Calibration Equations

The relationships between phenotype prediction ac-
curacy of the IP and DP approaches with the predictive 
ability of calibration models (R2) were evaluated and 
are depicted in Figure 4 when using βp and Rp

2 and in 
Figure 5 in using βg and Rg

2. Similar to the accuracy of 
EBV, phenotypic prediction accuracy increased with an 
increase in predictive ability of calibration models. Both 
at zero (Figure 4a) and low (Figure 4b) residual corre-
lation scenarios, predictive ability of calibration model 
was very low (Rp

2 <0.1), and most increases in the 
accuracy of phenotypic prediction in the 2 approaches 
were due to increase in genetic correlations. At medium 
residual correlation (Figure 4c) the Rp

2 increased to a 
maximum of 0.56, whereas the corresponding value at a 

high residual correlation (Figure 4d) was 0.79. The cor-
responding maximum value in accuracy of phenotype 
was 0.55 for DP or 0.65 for IP at the medium residual 
correlation scenario and was 0.56 for DP or 0.74 at the 
high residual correlation scenario. As indicated above, 
the IP approach performs better than the DP for pre-
dicting the phenotypes, and the difference in prediction 
accuracy between the 2 approaches becomes clearer as 
predictive ability of calibration models (Rp

2) increased 
(Figure 4).

In using the βg, phenotypic prediction accuracy of 
the IP and DP approaches also increased with increase 
in predictive ability of the calibration models (Rg

2). In-
creases in genetic correlations between traits increased 
both performance of the 2 approaches and the calibra-
tion models regardless of the residual structures (Figure 
5). At zero residual correlation (Figure 5a), we found 
no significant (P > 0.05) difference in performance be-
tween the 2 approaches as the Rg

2 increased. However, 
at the remaining residual correlation scenarios (Figure 
5b–d), the IP approach outperformed the DP approach 
with increase in Rg

2 of calibration models, and the high-
est difference in performance between the 2 approaches 
was observed at high residual correlation scenario (Fig-
ure 5d). Unlike when using βp, it is possible to distin-
guish between performance of the 2 approaches when 
using βg at low Rg

2 (<0.1), where genetic and residual 
correlations between traits were low.

Accuracy of Predicted Phenotypes 
PWE  and PWEIP DP� �( )

In our study, phenotype for the focal trait was pre-
dicted in 2 ways: (1) phenotypic prediction obtained 

Table 4. Mean accuracy1 (SE) of predicted phenotypes (corrected for residual effects) of animals with record using the direct (DP) and indirect 
(IP) prediction approaches under different genetic and residual correlation scenarios using regression coefficients that estimated based on true 
breeding values (βg) and true phenotype (βp)

Genetic correlation   Residual correlation

DP

 

IP

βp βg βp βg

Low   Zero 0.069 (0.038) 0.079 (0.034)   0.072 (0.039) 0.072 (0.040)
    Low 0.055 (0.032) 0.022 (0.036)   0.053 (0.033) 0.061 (0.035)
    Medium 0.290 (0.028) 0.140 (0.050)   0.314 (0.034) 0.312 (0.057)
    High 0.314 (0.024) 0.102 (0.051)   0.372 (0.035) 0.426 (0.073)
Medium   Zero 0.265 (0.024) 0.266 (0.023)   0.265 (0.024) 0.264 (0.025)
    Low 0.267 (0.028) 0.256 (0.027)   0.280 (0.032) 0.295 (0.028)
    Medium 0.474 (0.016) 0.471 (0.016)   0.557 (0.016) 0.569 (0.019)
    High 0.483 (0.015) 0.479 (0.016)   0.640 (0.017) 0.667 (0.024)
High   Zero 0.345 (0.020) 0.346 (0.020)   0.345 (0.020) 0.344 (0.020)
    Low 0.339 (0.022) 0.336 (0.022)   0.366 (0.023) 0.372 (0.022)
    Medium 0.553 (0.012) 0.553 (0.012)   0.648 (0.010) 0.646 (0.015)
    High 0.565 (0.011) 0.565 (0.011)   0.739 (0.011) 0.742 (0.020)
1Accuracy was defined as a correlation between predicted phenotype and simulated true phenotype values (TPV). Average of 100 replicates per 
scenario is reported and the SE were calculated as the SD of the 100 phenotypic accuracies for each scenario.
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directly from BLUP when such phenotypes did not 
contain residual effects, and (2) those phenotypes from 
BLUP and residual effects from BLUP. The former was 
described in the preceding section whereas the latter 
phenotypes are presented in this section. In the DP 
approach, BLUP solutions for residuals of trait 2 and 3 
were converted into residuals of the focal trait using βr 
that were estimates from residual part of simulated 
phenotypes. This was done assuming that use of ap-
propriate PLS regression coefficients for the different 
model components would result in better prediction 
than using only regression coefficient estimated from 
phenotype. Accordingly, predicted phenotypes of trait 
2 and 3 were converted into single-trait predicted phe-
notypes PNEDP�( ) using either βp or βg (as described 

above), whereas βr was used to convert predicted re-
sidual of trait 2 and 3 into single-trait residual (ê). This 
single-trait residual (ê) was later added to the PNEDP�  
to obtain predicted phenotypes for the focal trait 

PWE PNE eDP DP� � �= +( ). In the IP approach, predicted 

phenotypes (i.e., phenotypes corrected for residual ef-
fects, PNEIP� ) and residual effects directly obtained 
from BLUP were added together to generate new pre-
dicted phenotypes for the focal trait 
PWE PNE eIP IP� � �= +( ). In addition to the DP- and IP-

predicted phenotypes PWEIP�(  and PWEDP� ), pheno-

types predicted by classical PLS PPLS�( ) were also com-

puted and compared with the PWEIP�  and PWEDP� .
Similar to accuracies of phenotypes corrected for re-

sidual effects (i.e., PNEIP�  and PNEDP� ), accuracies of 
phenotypes that contained residual effects (i.e., PWEIP�  
and PWEDP� ) increased with an increase in genetic and 
residual correlations (Table 5). In using βp, accuracy of 
phenotypic prediction in the IP approach was generally 
similar to the accuracy in the DP approach. This is 
contrary to accuracy of the PNEIP�  and PNEDP�  reported 

Figure 4. Determination coefficients of calibration models estimated based on phenotype and mean accuracy of predicted phenotypes 
(without residual effects) using the direct (DP) and indirect (IP) prediction approaches. The mean phenotypic accuracy was predicted under 
low (LG), medium (MG), and high (HG) genetic correlations with zero (a), low (b), medium (c), and high (d) residual correlation scenarios. 
The regression coefficient estimated based on true phenotype values was used to convert covariance components of traits 2 and 3 into variance 
components to be used in IP or predicted phenotypes of traits 2 and 3 into predicted phenotypes of the intended trait in DP. The error bars 
represent the SE of prediction.
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in the current (Table 4) and previous (Belay et al., 
2017) studies. The exceptions were at zero residual cor-
relation with medium or high genetic correlation, where 
the DP performed significantly (P < 0.05) better than 
the IP approach but with relatively high standard er-
rors. At low residual correlation with medium or high 
genetic correlation, however, IP performed significantly 
(P < 0.05) better than the DP approach. In using βg, 
accuracy of phenotypic prediction in the DP approach 
was slightly higher in most scenarios but significantly 
(P < 0.05) higher at zero to low residual correlations 
with medium or high genetic correlation scenarios than 
accuracy in the IP approach. In addition, accuracy of 
phenotypic prediction in the DP approach was signifi-
cantly (P < 0.05) higher when using βg than using βp at 
zero and low residual correlations. This gives a clue to 
the importance of using appropriate regression coeffi-
cients (βg and βr) in the DP approach for converting the 
multitrait to single-trait structure. Within the IP ap-
proach, accuracy of phenotypic prediction using βp was 
equal to the one predicted in using βg. These pheno-

typic prediction accuracies were also equal to the ones 
predicted by PLS (results not shown in table), indicat-
ing single-trait BLUP analysis (IP) for PLS-predicted 
traits is not necessary for ultimate prediction of pheno-
types.

Accuracy of PWE  and PWEIP DP� �  Versus Accuracy 
of Calibration Equations

The relationships between accuracy of the PWEIP�  or 
PWEDP�  and the predictive ability of calibration models 
(R2) are depicted in Figure 6 for βp and Rp

2 and in 
Figure 7 for βg and Rg

2. When using the βp, accuracy of 
phenotypic prediction increased with an increase in Rp

2 
(Figure 6); this is similar to accuracy of EBV and 
PNEIP�  or PNEDP�  described in the current study. Differ-
ences in performance between the 2 approaches were 
clearer at low Rp

2 (<0.1; Figure 6a-b) than at medium 
to high Rg

2 (0.277–0.787; Figure 6c-d). This is contrary 
to performance of the 2 approaches for predicting ac-

Figure 5. Determination coefficients of calibration models estimated based on true breeding values (TBV) and mean accuracy of predicted 
phenotypes (without residual effects) using the direct (DP) and indirect (IP) prediction approaches. The mean phenotypic accuracy was pre-
dicted under low (LG), medium (MG), and high (HG) genetic correlations with zero (a), low (b), medium (c), and high (d) residual correlation 
scenarios. The regression coefficient from TBV was used to convert covariance components of traits 2 and 3 into variance components to be 
used in IP or predicted phenotypes of traits 2 and 3 into predicted phenotypes of the intended trait in DP. The error bars represent the SE of 
prediction.
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Table 5. Mean accuracy1 (SE) of predicted phenotypic values (including residual effect in the prediction) of animals with records using the 
direct (DP) and indirect (IP) approaches under different genetic and residual correlation scenarios using regression coefficients that estimated 
based on true breeding values (βg) and true phenotypic values (βp)

Genetic correlation   Residual correlation

DP

 

IP

βp βg βp βg

Low Zero 0.032 (0.042) 0.069 (0.035)   0.048 (0.010) 0.048 (0.010)
    Low 0.160 (0.014) 0.176 (0.014)   0.160 (0.015) 0.160 (0.015)
    Medium 0.529 (0.011) 0.533 (0.009)   0.527 (0.012) 0.527 (0.012)
    High 0.677 (0.008) 0.680 (0.007)   0.675 (0.009) 0.675 (0.009)
Medium   Zero 0.235 (0.050) 0.263 (0.025)   0.203 (0.015) 0.203 (0.015)
    Low 0.225 (0.022) 0.303 (0.021)   0.268 (0.014) 0.268 (0.014)
    Medium 0.681 (0.008) 0.679 (0.008)   0.684 (0.007) 0.684 (0.007)
    High 0.824 (0.005) 0.818 (0.005)   0.827 (0.005) 0.827 (0.005)
High   Zero 0.327 (0.031) 0.344 (0.020)   0.268 (0.015) 0.268 (0.015)
    Low 0.252 (0.025) 0.365 (0.020)   0.311 (0.014) 0.311 (0.014)
    Medium 0.740 (0.007) 0.740 (0.007)   0.746 (0.007) 0.746 (0.007)
    High 0.882 (0.003) 0.872 (0.003)   0.887 (0.003) 0.887 (0.003)
1Accuracy was defined as a correlation between predicted phenotype and simulated true phenotype values (TPV). Average of 100 replicates per 
scenario is reported and the SE were calculated as the SD of the 100 phenotypic accuracies for each scenario.

Figure 6. Determination coefficients of calibration models estimated based on phenotypes and mean accuracy of predicted phenotypes (in-
cluding residual effects) using the direct (DP) and indirect (IP) prediction approaches. The mean phenotypic accuracy was predicted under low 
(LG), medium (MG), and high (HG) genetic correlations with zero (a), low (b), medium (c), and high (d) residual correlation scenarios. The 
regression coefficient based on true phenotype values was used to convert covariance components of traits 2 and 3 into variance components to 
be used in IP or predicted phenotypes of traits 2 and 3 into predicted phenotypes of the intended trait in DP. The error bars represent the SE 
of prediction.
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curacy of EBV and PNEIP�  or PNEDP� , where perfor-
mance of the 2 approaches overlap at low Rp

2 (<0.1; 
Figures 2 and 4).

When using the βg, the prediction accuracy of the IP 
and DP approaches also increased with increase in Rg

2 
of calibration models (Figure 7). Similar to accuracy of 
EBV, PNEIP� , or PNEDP� , the residual structures had no 
effect on the Rg

2 of calibration models but did have an 
effect on the accuracy of phenotypic prediction by the 
2 approaches (Figure 7). Increase in genetic correla-
tions between traits increased both performance of the 
2 approaches and Rg

2 of calibration models regardless 
of the residual structures. At zero (Figure 7a) and low 
(Figure 7b) residual correlation, differences in perfor-
mances between the 2 approaches significantly (P < 
0.05) increased with an increase in Rg

2 of calibration 
models or with an increase in genetic correlations. At 
medium (Figure 7c) and high (Figure 7d) residual cor-
relation, however, performance of the 2 approaches 

were similar regardless of increase in Rg
2 or in genetic 

correlations. These results are contrary to performance 
of the 2 approaches in predicting accuracy for the 
PNEIP�  and PNEDP�  phenotypes (Figures 4 and 5). This 
indicated that, for traits with low link to predictor vari-
ables, better phenotypic prediction would be found 
with the DP in using both βg and βr together.

CONCLUSIONS

In this study, performance of the IP and DP ap-
proaches under different genetic and residual correla-
tion scenarios were evaluated. In addition, effects of 
using different regression coefficients (βg, βp, or βr) on 
accuracy of prediction (EBV and phenotype) were in-
vestigated. The relationships between performance of 
the IP and DP approaches and accuracy of calibration 
models (for phenotype, genetic, and residual values of 
the focal trait) were also studied. Accuracies of EBV 

Figure 7. Determination coefficients of calibration models estimated based on true breeding values (TBV) and mean accuracy of predicted 
phenotypes (including residual effects) using the direct (DP) and indirect (IP) prediction approaches. The mean phenotypic accuracy was pre-
dicted under low (LG), medium (MG), and high (HG) genetic correlations with zero (a), low (b), medium (c), and high (d) residual correlation 
scenarios. The regression coefficient from TBV was used to convert covariance components of traits 2 and 3 into variance components to be 
used in IP or predicted phenotypes of traits 2 and 3 into predicted phenotypes of the intended trait in DP. The error bars represent the SE of 
prediction.
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were significantly (P < 0.05) higher in the DP approach 
than in the IP approach, whereas the reverse was true 
for accuracy of phenotypic prediction (i.e., accuracy of 
PNEIP�  > PNEDP� ); the exception was when using βg and 
βr, where accuracy of phenotypic prediction in the DP 
approach was significantly (P < 0.05) higher than that 
in the IP approach at the zero and low residual correla-
tion scenarios (i.e., accuracy of PWEIP�  < PWEDP� ). 
Predictive ability of the calibration models increased 
with improvement in genetic and residual structures 
between traits. Performance of both IP and DP in-
creased with increase in predictive ability of the cali-
bration models. The exceptions were when using βg 
(where performance of the 2 approaches were not af-
fected by predictive ability of the calibration models at 
a given genetic scenario) and at low genetic correlation 
(where accuracy of EBV prediction of the 2 approaches 
slightly decreases as the Rp

2 was increased). Therefore, 
it is not a good strategy to use the DP approach for 
phenotypic prediction, except when the βg and βr that 
are difficult to estimate using real data would be avail-
able. Use of the DP approach for prediction of EBV 
seems useful whereas the IP- or PLS-based prediction 
equations are a method of choice for phenotypic predic-
tion.
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APPENDIX: ESTIMATION OF GENETIC REGRESSION COEFFICIENT IN REAL DATA

Assuming the focal trait is F and the 2 spectra vari-
ables (latent traits) are L1 and L2. In the simulation 
study, we obtained βg (genetic regression coefficient) by 
fitting a regression of true breeding values (TBV) of 
the focal trait on the TBV of the 2 latent traits. This 
can be written as

	 TBV TBV TBV eF L LL L
= + ⋅ + ⋅ +µ β βg g1 21 2 ,	

where e can be zero. Any of the genetic regression coef-
ficient β βg gL L1 2

 or ( ) is estimated as

	 βgL
L

TBV TBVF L

TBV

=
( )cov ,

.
σ2

	

Because this was a simulation study, βg was obtained 
from the TBV that were simulated from all the 2 traits. 

However, in a real data setting, an estimate of the ge-
netic regression coefficient β�g( ) can be obtained through 

a series of steps.
First, L1 and L2 are directly available, as they are 

spectra data (this can and will be available for large 
group of animals). And second, the focal trait (yF) can 
be (is) measured and used to obtain the prediction 
equation. Thus, with these 2 information sources, we 
can

	 1.	 Estimate variance component σaL
2( ) and predict 

breeding values for each of the spectral variables 
(i.e., EBVL1, EBVL2, and so on) with a single-
trait animal model or for latent traits with a 
multitrait model and back-transforming EBV of 
the latent traits into EBV of spectral variables; 
and

www.dairycareaction.org/uploads/2/4/2/6/24266896/belay_tuesday.pdf
www.dairycareaction.org/uploads/2/4/2/6/24266896/belay_tuesday.pdf
https://www.R-project.org/
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	 2.	 Compute the genetic regression coefficient β�gL( ) 
for EBVF on each spectra variable as

	 β�g
cov

L
L

y EBVF L

a

=
( ),

.
σ2

	

This can be extended as

	

β�gL
L

L

EBV R EBV

EBV EBV R EBV

F F L

a

F L F L

a

=
+( )

=

( )+ ( )

cov ,

cov , cov ,

σ

σ

2

2
,,

	

but because cov(RF,EBVL) = 0, then β�gL
 is of only the 

genetic covariance between F and L,

	 β�gL
L

EBV EBVF L

a

=
( )cov ,

.
σ2

	

It is important to note that instead of using σEBVL
2  as 

the denominator, we have opted to use σaL
2 . This is be-

cause if we want β�gL
 to approximate βgL , as in our simu-

lations, then the appropriate variance parameter to use 
will be σaL

2 . We know that σ σEBV aL L
r2 2= ⋅ , with r being 

the accuracy of the EBV. To obtain a confidence inter-
val for the genetic regression coefficient, a cross valida-
tion scheme can be implemented by not using all data 
to compute the β�gL

, but a random sample for several 
repeated samplings.
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